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1. INTRODUCTION

This thesis presents a survey of my research activity since the defense of my PhD in
2019. Broadly speaking, my research focuses on the quantitative study of the macroscopic
properties of probabilistic models and statistical physics, and can be divided into three
intertwined areas.

An important part of my research work is in stochastic homogenization, a field which
aims at studying the behaviour of solutions of elliptic partial differential equations
with rapidly oscillating random coefficients. The analysis of an equation with random
coefficients exhibiting rapid oscillations is generally difficult; the classic idea of the
theory of homogenization is to demonstrate that the solutions of these equations are
approximated by solutions of an equation which depends on a small number of effective
parameters. My research is in line with the recent development of a quantitative theory
of stochastic homogenization by A. Gloria, F. Otto, S. Neukamm, S. Armstrong, J.-C.
Mourrat, T. Kuusi, and has aimed to extend the theory in two directions: in collaboration
with S. Armstrong and C. Gu, we developed a theory of quantitative homogenization
on the infinite cluster in supercritical percolation, and, in a second direction and in
collaboration with S. Armstrong and W. Wu, I extended some of the known results in
the theory to a statistical physics model known as the V¢ interface model. This second
direction is the subject of the next paragraph.

A second direction of research on which my work has focused and which is closely
related to the first has consisted in studying a model of random interfaces called the V¢
interface model. A random interface is generally defined as a random function ¢ : Z¢ - R
whose law is defined on a microscopic scale by nearest-neighbour interactions. The aim
is then to study the macroscopic properties of the model: convergence of the interface,
fluctuations around the limiting shape, etc. My work (presented in this thesis) in this area
has been structured around two axes. Using techniques developed within the framework
of the theory of quantitative homogenization and in collaboration with S. Armstrong,
we have obtained a quantitative version of the hydrodynamic limit for this model. In
another direction, I obtained some localisation/delocalisation estimates for a class of Vi
interface models with a degenerate potential.

A third line of research concerns the study of the macroscopic behaviour of different
models of statistical physics. In this direction, I first studied, in collaboration with W.
Wu, the large-scale behaviour of a spin system called the Villain model in dimensions 3
and higher and at low temperature (specifically, we studied the asymptotic behaviour of
its two-point function). I then studied in various directions the properties of some spin
systems in the presence of a random disorder. The first one pertains to the Imry-Ma
phenomenon, which was conjectured by Y. Imry and S.-K. Ma and demonstrated by M.
Aizenman and J. Wehr, and asserts that the addition of a random magnetic field can
significantly alter the qualitative properties of these models by causing a disappearance of
first-order phase transitions in low dimensions. The majority of results in the literature
concerning the Imry-Ma phenomenon are qualitative, and it is only recently that the first
quantitative results have been obtained in the case of the Ising model in dimension 2.
In collaboration with M. Harel and R. Peled, we established a quantitative version of
the Aizenman-Wehr theorem for general spin systems. We also studied the V¢ interface
model in the presence of a random magnetic field, and obtained quantitative upper and
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lower bounds characterising the typical height of the interface in any dimension. Finally
I studied with C. Garban the effect that a different type of random disorder (on the
underlying graph this time) can have on a spin system known as the XY model.

1.1. List of the articles presented in this thesis.

(1) P. Dario et C. Garban. Phase transitions for the XY model in non-uniformly
elliptic and Poisson-Voronoi environments. Preprint, 48p.

(2) A. Bou-Rabee, W. Cooperman et P. Dario. Rigidity of harmonic functions on
the supercritical percolation cluster. To appear in Transaction of the American
Mathematical Society, 73p.

(3) P. Dario. Upper bounds on the fluctuations of a class of degenerate convex
grad-phi interface models. ALEA — Latin American Journal of Probability and
Mathematical Statistics, 21, 385-430 (2024).

(4) S. Armstrong et P. Dario. Quantitative hydrodynamic limits of the Langevin
dynamics for gradient interface models. Electronic Journal of Probability, 29
(2024), paper no. 9, 93 pp.

(5) P. Dario. Convergence of the thermodynamic limit for random-field random
surfaces. Annals of Applied Probability, 33(2): 1373-1395.

(6) P. Dario, M. Harel et R. Peled. Random-field random surfaces. Probability Theory
and Related Fields, 186, 91-158 (2023).

(7) P. Dario, M. Harel et R. Peled. Quantitative disorder effects in low-dimensional
spin systems. Communications in Mathematical Physics, 405, 212 (2024).

(8) P. Dario et W. Wu. Massless Phases for the Villain model in d > 3. Astérisque
447 (2024).

(9) P. Dario et C. Gu. Quantitative homogenization of the parabolic and elliptic Green’s
functions on percolation clusters. Annals of Probability, 49 (2021), 556—636.

Other articles (from my PhD)

(10) P. Dario. Quantitative homogenization of the disordered V¢ model. Electronic
Journal of Probability 24 (2019).

(11) P. Dario. Quantitative homogenization of differential forms. Annales de I'Institut
Henri Poincaré, Vol. 57, No. 2, pp. 1157-1202.

(12) P. Dario. Optimal corrector estimates on percolation clusters. Annals of Applied
Probability, 31 (2021), 377-431.

(13) S. Armstrong et P. Dario. Elliptic regqularity and quantitative homogenization
on percolation clusters. Communication in Pure and Applied Mathematics, 71
(2018), 1717-1849.



In this list, the items (10), (11), (12) and (13) correspond to my PhD thesis. The
articles (12), (13) are (briefly) discussed in this thesis because the results there are
important ingredients for the proofs in the articles (2) and (8).

1.2. Outline of the thesis. The rest of this thesis is organised as follows.

Chapter 2 is a brief introduction to the theory of stochastic homogenization, presenting
the main motivations of the theory as well as some of the important tools and techniques
(specifically, the first-order corrector and the two-scale expansion) which are used in my
works.

Chapter 3 presents the main results obtained in the articles [20, 74, 78, 53] by adapting
the theory of quantitative stochastic homogenization to the setting of supercritical
Bernoulli bond percolation. We first provide an introduction to Bernoulli percolation
in the supercritical regime and then present a renormalization technique for the infinite
cluster developed in [20]. We then briefly present the main results of my first two
articles [20, 74] and dedicate the rest of the section to the presentation of the results of
my (post PhD) articles [78, 53].

Chapter 4 is devoted to the V¢ interface model. We first give a brief introduction to
the model, its main properties and some important results. We will focus our attention
on three properties of this model: the localisation/delocalisation of the interface, the
hydrodynamic limit and the scaling limit. We will then present the main tools which are
used to establish these properties (especially, the Helffer-Sjostrand representation formula)
and will state two contributions: a quantitative version of the hydrodynamic limit (which
is the result of [21] and makes use of techniques of stochastic homogenization) and a
quantitative localisation/delocalisation estimate for the interface for a class of degenerate
potentials established in [76]. We complete this chapter by presenting some ongoing work
regarding the degenerate V¢ interface model as well as some perspectives.

Chapter 5 is devoted to spin systems. We first present a result obtained in collaboration
with W. Wu [81] regarding the asymptotic behaviour of a spin system called the Villain
model in dimension d > 3. We then introduce a broad topic in mathematical physics
which consists of studying the behaviour of spin systems in the presence of a random
disorder. In this line, we first discuss the Imry-Ma phenomenon as well as my contribution
with M. Harel and R. Peled [79] on the topic. We then present some results established
in [80, 75] regarding the behaviour of the V¢ interface model in the presence of a random
external field. We complete this section by discussing the article [77] which is devoted to
another spin system, called the XY model, and studies the impact that the addition of a
random disorder (of a different nature than in the Imry-Ma phenomenon) can have on
the properties of the model.



Table of notation:
The following list collects the most frequently used notation in the thesis.

Homogenization

® ¢1,...,¢eq is the canonical basis of R<.

e 1.y is the Euclidean scalar product between z,y € R?, |z| and |z|; are the Euclidean
norm and 1-norm respectively of x € R4,

e Br(z) is the Euclidean ball of center z € R? and radius R > 0, we write By for
Br(0).

e For u:R?—> R and i€ {1,...,d}, we denote by d;u the partial derivative in the
direction e; and by Vu its gradient.

e Given a bounded open set U € R¢ and a measurable function f : U — R, we denote

by HfHL2(U) the L*-norm of f, ie., ||f||L2(U) = (fU |f(z)]? df)l/2 and by Hf|L°°(U)
the (essential) supremum of f.

e Given a (sufficiently regular) open bounded set U ¢ R¢, we denote by H'(U) and
H}(U) the standard Sobolev space and Sobolev space of functions with vanishing
trace respectively. We denote by H (R?) the local Sobolev space. For u e H(U),
we denote by [ul g7y = [ul g2y + [ VUl 20y

e For y e R%, we denote by 7, the translation by vy, i.e., T,a:x — a(z +y).

e Given an exponent s > 0, a constant K >0 and a non-negative random variable
X, we write

X <O,(K) if and only if Vi € [1,00], P[X >tK] < 2exp (-t°).
Lattice and percolation

e Let Z¢ be the standard Euclidean lattice. A point x € Z¢ is called a vertez. We
say that two vertices x,y € Z¢ are nearest neighbours and denote it by = ~ y if
[z -yl =1.

e An unoriented pair {z,y} of nearest neighbours of Z% is called an edge. We denote
by E(Z%) be the set of edges of Z4, and for U ¢ Z4¢, by E(U) the edges of U. We
similarly denote by E(Z4) and E(U) the set of directed edges (i.e., oriented pairs
of nearest neighbour) of Z¢ and U.

e A box or a cube of Z¢ is a set of the form

0:=[z,2+N]*nZ? zeZ? NeN.

We call the integer N the size of the box and denote it by size(D).
e For n € N, we let O, be the discrete triadic cube

O, = [—3—n, 3—n] VAR
2 2

e For n € N, we let 7, be the set of triadic cubes of size 3* defined by 7, :=
{z+0, : 2€3"Z%}. We let T :=U;>, T, be the set of triadic cubes.

e A Bernoulli bond (resp. site) percolation configuration on a subset U ¢ Z¢ is
a function w: E(U) - {0,1} (resp. w:U - {0,1}). Given a bond percolation
configuration w, we say that the edge e is closed if w(e) =0 and open if w(e) = 1.
We similarly define open and closed sites for a site percolation configuration.



V¢ interface model

e For L €N, we let Ay, := [-L,L]*nZ% = {~L,...,L}¢ be the box of sidelength
(2L + 1) centered around 0. The external boundary of the box Ay is the set
8AL = AL+1 N AL-

e For L €N, we denote by $Z%:= {z ¢ R? : Lz ¢ Z} and by 1A, :=[-1,1]?n +2Z4.

e For L € N, we denote by Ty, := (Z/(2L + 1)Z)? the discrete torus of sidelength L
(N.B. the torus is only used in this thesis to impose periodic boundary conditions
on either solutions of elliptic equations or spin systems). We denote by FE(T})
the set of the edges of the torus.

e A time-dependent environment is a function a : (0, 00) x E(Z?) — [0, 00]. We allow
the environments to be defined on subsets of (0,00) x E(Z%) or to be defined on
the edges of the torus E(Ty).

e Given a function u: Z¢ - R, its discrete gradient is the function Vu: E(Z?) - R
defined by, for any directed edge e = (,y) € E(Z%), Vu(e) = u(y) - u(z). We
extend this definition to functions defined on a subset of Z¢ and to functions
depending on time, i.e., real-valued functions defined on a subset of (0, 00) x Z<.
For x € Z?, we will denote by |Vu(z)| = XL, [u(z +e;) — u(x)|.

e Given an environment a, we define the elliptic operator V-aV according to the
identity, for u: (0,00) x Z¢ > R and (¢,z) € (0, 00) x Z,

v-avu(t,z) =Y a(t, {z,y})(u(t, z) - u(t,y)).
Yy~

e For x € Z4, ¢, is the discrete Dirac mass defined in the discrete setting to be the

function ¢, : Z¢ - R such that 0,(z) =1 and 0,(y) =0 for y # .



FIGURE 1. A typical environment satisfying the stationarity and ergodicity assumptions
is the checkerboard: we choose two positive-definite symmetric (deterministic) matrices
a; and a;. The environment a is defined so that a is equal to a; on the black cells
and equal to ag on the white cells. The colour of the cells is chosen by sampling i.i.d.
Bernoulli random variables of probability p € [0, 1].

2. AN OVERVIEW OF STOCHASTIC HOMOGENIZATION

Stochastic homogenization aims at understanding partial differential equations with
rapidly varying random coefficients. An typical problem which has been extensively
investigated is the Dirichlet problem for the linear, uniformly elliptic equation in divergence
form: given a smooth bounded domain D ¢ R? and a function f € C>~(D),

-V-a(x)Vu=fin D,
2.1) (z)Vu=f
u=0on 0D,
where the coefficient field (or environment) a : R? - R%9 ig assumed to satisfy the
following properties:

e Ellipticity:
IN A€ (0,00), Vo e RE VE€RY, €-a(x)é > Né]? and |a(z)E]” < A€ -a(x)E.

o Z%-stationarity and ergodicity: the law of a is stationary and ergodic with respect
to the spatial translations 7, for y e Z<.

The equation (2.1) (even without introducing a random coefficient field) is used in many
branches of physics, notably heat propagation, electrostatics, fluid mechanics etc.

As stated, the coefficient field a priori varies on a unit scale. To model a rapidly
oscillating coefficient field, it is customary to rescale the problem by introducing a small
parameter 0 < £ << 1 which represents the ratio between the microscopic and macroscopic
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scales, and to rewrite the equation (2.1) as follows

(2.2) _v'(a(g)wa) =fimD,
u®=0on 0D.

The question is then to understand the behaviour of the function u¢ as € — 0.

It was proved in the 80s, under quite general assumptions over the coefficient field,
that there exists a constant, deterministic and uniformly elliptic matrix denoted by a and
called the homogenized coefficient or homogenized environment (which depends on the
law of the coefficient field a) such that the function u® converges in L? to the solution of
the elliptic equation

23) {—vava: fin D,

u=0on dD.
Specifically, the following theorem holds.

Theorem 1 (Homogenization theorem [138; 158, 176]). Let D € R be smooth bounded
domain and f € L?(D), and € > 0. Then, if we let u¢,u be the solutions of (2.2) and (2.3),
we have

[ =] 12 py — 0 almost surely.

In the following section, we present an outline of the proof of Theorem 1 and introduce
a function and a technique which play an important role in the rest of this thesis: the
first-order corrector and the two-scale expansion.

2.1. First-order corrector and two-scale expansion. This section is split into two
parts. In Section 2.1.1, we introduce the first-order corrector. Section 2.1.2 presents the
Ansatz of the two-scale expansion. Let us note that the first-order corrector and the
two-scale expansion originally appeared in the theory of periodic homogenization (see [13]
or [44, Chapter 1]) and have become by-now standard tools and techniques in the theory
of both periodic and stochastic homogenization. Different definitions have been used for
the first-order corrector and some technicalities are required to make the general Ansatz
of the two-scale expansion fully rigorous, the arguments are thus only presented below on
a general level.

2.1.1. The first-order corrector. The first order corrector is a fundamental ingredient in
the theory of stochastic homogenization. It is formally defined below.

Definition 2.1 (First-order corrector, see, e.g., Theorem 2 of [158]). Let a : R - R?xd he
an elliptic and ergodic coefficient field. Then, for almost every realization of the coefficient
field and for any slope p € R?, there exists a unique random function ¢, € H} (R?) which
is a weak solution of the equation

-V-a(z) (p+ V) =0
and satisfies the following two properties:

o Normalization: the function ¢, satisfies [ s 9p(2) dz = 0 and E [f(o 1y Vep() dx] =
0;

e Stationarity: If, for y € Z¢, we denote by T,¢p the corrector under the environment
7,4, then we have the identity

VT,op = V‘Pp(y +-).



FIGURE 2. The first-order corrector.

Note that the map p ~ ¢, is linear and that, by the De Giorgi-Nash-Moser regularity,
the corrector is a continuous function (even a-Holder continuous for a small exponent
a>0). The homogenized environment can then be defined from the corrector as follows.

Definition 2.2 (Homogenized coefficient). The homogenized coeflicient is defined by the
identity, for any p € R4,

mp=B| [ a@)p+e)de).

)

One is then interested in establishing two properties on the first-order corrector:

()

e Sublinearity:

— 0.

(2.4) €
L2(D) e—0

e Sublinearity for the flux:

(Yol o

where the arrow refers to the weak convergence in the space H (R9).
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The properties (2.4) and (2.5) can be established using Definition 2.1 and the stationarity
of the environment.

All the results stated above are qualitative, and we complete this section about the first-
order corrector by stating some (optimal) quantitative estimates which have been obtained
in the line of the development of a quantitative theory of stochastic homogenization.

Before stating the result, we mention that, in order to obtain quantitative estimates, it
is necessary to make a quantitative ergodicity assumption on the law of the environment.
This can be done in a variety of ways, and the choice of the quantitative assumption may
affect the scaling estimates on the corrector. We state below a result which holds under
classical assumptions in the literature. For instance, it can be obtained by assuming that
the law of the environment has (a suitable) spectral gap or logarithmic Sobolev inequality,
or that it has a finite range of dependence (i.e., if U; and U, are two open sets of distance
larger than 1, then the restrictions ay;, and ay, are independent).

Theorem 2 (Optimal estimates on the first-order corrector, see [122, 121] or Chapter 4
of [28]). Under some suitable ergodicity assumptions on the environment, one has the
following estimates on the first-order corrector:

o Sublinearity of the corrector:

#(2)

o Sublinearity for the flux of the corrector:

sl

Itl1y = sp{ [ a)g(w)da = g € HYD) and gl ) <1}

€ <0, (8(1+|1H€|%1{d:2})).

L2(D)

<O, (5(1 + |1n5|%1{d=2}))’

H-1(D)

2.1.2. The two-scale expansion. Once equipped with the first-order corrector, the proof
of Theorem 1 relies on the introduction of the two-scale expansion w® defined by the
identity

(@) =) + () Y e (£)

where x : D — R is a smooth cutoff function which is equal to 1 outside a small boundary
layer around 0D, is equal to 0 on 9D (and thus ensures that w® =0 on 0D).
Two properties can then be proved on the two-scale expansion we:

e From the definition of the first-order corrector and the property (2.4), we know
that the map w*® is close to the map u. Specifically, we have

()

where we used that the gradient of the function w is bounded over D, which is a
consequence of a regularity estimate for the solutions of the constant coefficient
equation (2.3).

— 0
L2(D) &0

d
(2.6) [ = 2y = 2. 1058 1oy €
=1
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e Using the definition of the two-scale expansion w® together with an explicit
computation (which is not presented here to keep the details light), one can prove
that the function w® is “almost” a solution of the equation V - a(g) Vwe = f.

Specifically, one can verify that the convergences (2.4) and (2.5) imply that the

term
Ef:=-V- (a(g) sz) -f
satisfies
@) I -1y =3 0

Moreover, the convergence (2.7) can be quantified using the results of Theorem 2.
We can then use (2.2) to see that

(2.8) —V-(a(é) (Vwa—Vua)) =¢£° in D,
wt—ut=0 on 0D.

Multiplying the equation (2.8) by the function w® —u®, integrating over the domain
D and performing an integration by parts, we obtain

L(ng—Vus)-a(g)(Vwa(x)—Vua(x))d:v:fDEE(wE(x)—us(x))
< ||5€HH-1(D) | Vw® - vu® ||L2(D) :

The term on the left-hand side can be estimated from below using the ellipticity
assumption

x
A Vw® - Vu6||iz(D) < fD (Vu®-vu')-a (g) (Vw®(z) - vu(z)) dx.
A combination of the two previous displays shows that
[Vw® = V| 2y < CIE ] g1y -
By Poincaré’s inequality, we deduce that
|w® = || 2 py < C VW = V| 2y < CE| 1y -
Consequently

|u =T 2 py < W = w2 py + W =] 12

d .
<[V o py D€ || P (g)
i1

Applying (2.6) and (2.7) shows that the right-hand side tends to 0 as € tends to 0.

To complete this section, we note that this technique is quantitative and explicit
(and even optimal) rates of convergence can be obtained once good control over the
fluctuations of the corrector and the weak norm of its flux have been obtained (as in, e.g.,
Theorem 2). The method can be adapted to many frameworks, e.g., various boundary
conditions, different types of equations (such as parabolic and/or nonlinear equations),
degenerate environments etc. It will be discussed again in this thesis in another setting in
Section 4.2, where is it used to obtain a quantitative version of the hydrodynamic limit
for the Ve-interface model.

+C ||6€HH*1(D) :
L2(D)

2.2. Historical background.
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2.2.1. Qualitative and quantitative stochastic homogenization. A qualitative theory of
stochastic homogenization was initiated in the early 1980s with the work of Kozlov [138],
Papanicolaou and Varadhan [158] and Yurinskii [176]. These results were then extended
by Dal Maso and Modica in [72, 73] to the nonlinear setting using variational techniques.
Their proofs are based on an application of the ergodic theorem and are therefore
qualitative (except the notable exception of [176]).

In order to go beyond the qualitative theory and obtain quantitative convergence rates
in homogenization, it is first necessary to make a quantitative ergodicity assumption
on the law the environment a. The main difficulty is then to transfer the quantitative
ergodicity from the coefficient field a to the solutions of the elliptic equation V -avVu = 0.
This turns out to be a difficult problem since the solutions depend in a complicated way
on the environment a. It is an active area of research which has seen much progress in
recent years, and a brief account of the literature is given in the following paragraph.

The first satisfactory quantitative results were obtained by Gloria and Otto in [119, 120],
which subsequently gave rise to an important series of works, notably [117, 118, 116], in
collaboration with Neukamm, concerning the quantification of ergodicity, the regularity
on large scales (a theory of regularity at higher orders was developed by Fischer and
Otto [104]) and the optimisation of convergence rates in homogenization theorems, the
work of Mourrat and Otto [155], Mourrat and Nolen [153], Gu and Mourrat [127] and
of Duerinckx, Gloria, Otto [99, 98, 100] concerning the development of a theory of
fluctuations in homogenization and the work of Gloria and Otto [122] concerning the
corrector.

Another approach was initiated by Armstrong and Smart in [32], who extended and
quantified the techniques of Avellaneda and Lin in [33, 34] and Dal Maso and Modica
in [72, 73]. It was subsequently developed by Armstrong, Kuusi and Mourrat to deal
with more general mixing conditions [29] and to improve the convergence rates [26, 27],
and recently extended by Armstrong and Kuusi [25] to the high-contrast regime. This
line of research has given rise to two monographs: [28] by Armstrong Mourrat and Kuusi
and [24] by Armstrong and Kuusi.

Extensions of the quantitative theory to other types of equations include the nonlinear
equations [32, 29, 23, 22, 103, 67], the parabolic equations [19], the V¢ interface model [30,
174], interacting particles systems [114, 115, 126, 109], fluid mechanics [95, 94, 97, 96, 46],
etc.

2.2.2. The probabilistic aspect: the random conductance model. The model has been
presented above from an analytic perspective but can be reformulated in a probabilistic
language. Indeed, given a realization of an environment a, one can consider a Markov
process (X?):»0 whose generator is the operator V-aVv. This process is a diffusion process
and it is interesting to study its properties over large times. In particular and on a high
level, the homogenization theorem stated in Theorem 1 can be rephrased in the present
context as follows: does it hold that, for almost every realization of the environment a, a
suitably rescaled version of the diffusion process (X2)o converges toward a Brownian
motion (multiplied by a diffusion coefficient)? This result, when it holds, is known as
the invariance principle. It is customary in the probabilistic literature to discretize the
underlying space and consider a random walk defined on the lattice Z¢ and evolving in a
random environment rather than a diffusion process (defined on R?). The model defined
this way is known as the random conductance model and has been an active field of
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research in the past decades. We review below some of the contributions, and refer to
the survey article of Biskup [47] for a more detailed account of the literature.

In the uniformly elliptic setup, the quenched invariance principle was established by
Osada in [157] (in the continuous setting) and by Sidoravicius and Sznitman in [167] (in
the discrete setting).

In the setting when the conductances are only bounded from above, a quenched
invariance principle was proved by Mathieu in [146] and by Biskup and Prescott in [49].
In the case when the conductances are bounded from below, a quenched invariance
principle and heat kernel bounds are proved in [36] by Barlow and Deuschel. In [14],
Andres, Barlow, Deuschel and Hambly established a quenched invariance principle in the
general case when the conductances are allowed to take values in [0, c0).

The i.i.d. assumption on the environment can be relaxed: in [16], Andres, Deuschel and
Slowik proved a quenched invariance principle for the random walk for general ergodic
environments which are unbounded from above and below. We also refer to the works of
Chiarini, Deuschel [66], Deuschel, Nguyen, Slowik [85] and Bella and Schéffner [41, 42] for
additional quenched invariance principles in degenerate ergodic environments. The case
of ergodic, time-dependent, degenerate environments is investigated by Andres, Chiarini,
Deuschel, and Slowik in [15] where they establish a quenched invariance principle under
some moment conditions on the environment.
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FIGURE 4. A realization of a site
FIGURE 3. A realization of a bond percolation with p = 0.5.
percolation with p = 0.5.

3. QUANTITATIVE HOMOGENIZATION ON THE PERCOLATION CLUSTER

An important part of my research has been devoted to the adaptation of the quantitative
theory of stochastic homogenization to the degenerate framework of the supercritical
Bernoulli bond percolation. We begin this section with a brief overview of Bernoulli bond
percolation and then describe the main results that me and my collaborators obtained in
this line of research.

3.1. The super-critical phase of Bernoulli percolation. The Bernoulli bond perco-
lation model was first introduced by Broadbent and Hammersley in 1957 [59]. It is one of
the simplest mathematical exhibiting a phase transition. Despite its apparent simplicity, it
gave rise to a deep mathematical theory for which we refer to the books [124, 136, 52, 173].

3.1.1. The model. Let us fix a dimension d > 2 and a probability p € (0,1). We define the
Bernoulli bond (resp. site) percolation to be the probability space (Quond, F,Py) (resp.
(Qsite, F, Py)) where:

® Qpona = {0, 1}E(Zd) is the space of bond percolation configurations (resp. (gite :=

{0, 1}Zd is the space of site percolation configurations), we refer to Figures 3 and 4
for a visual description;

e F is the product o-algebra;

e P, is the i.i.d. measure of probability p € (0,1) on Qpona (resp. Qsite)-

In the rest of this section, we will focus on the bond percolation model (the Bernoulli
site percolation plays an important role at the end of this thesis in Section 5.5) and we
mention that all the statements and results stated here hold for both models.

First, it is known that this model exhibits a phase transition characterised by the
existence of an infinite connected component of open edges. Specifically, we introduce
the following notation: for p € [0, 1]

0(p) =P, (0 = 00),
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FIGURE 5. A percolation configuration in the subcritical regime with p = 0.3

the probability that the vertex 0 belongs to an infinite cluster of open edges. We then
define the critical probability p. € [0;1] according to the identity

pe:=inf{p € [0,1] : 6(p) > 0}.
The first result we would like to state is due to Broadbent and Hammersley in 1957 [59]

and Hammersley [128, 129] and shows the existence of a phase transition for Bernoulli
percolation.

Proposition 3.1 (Existence of a phase transition, [59, 128, 129]). For each dimension
d>?2, one has

0<p.(d)<1.

In the rest of this section, we will focus on the supercritical phase, i.e., we assume that
p > p(d).

3.1.2. The supercritical phase. In this regime, there exists at least one infinite cluster
almost surely. An ergodicity argument shows that the number of infinite clusters is
constant almost surely, and in fact it is easily shown that this number is either 1 or
infinity. The fact that the infinite cluster is almost surely unique is more difficult and has
been established by Aizenman, Kesten and Newman in [6, 7], and a flexible argument
has been discovered by Burton and Keane [61].

Theorem 3 (Uniqueness of the infinite cluster [6, 7, 61]). For each p € (p., 1], one has

P, (There exists a unique infinite cluster) = 1.
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FIGURE 6. A percolation configuration in the supercritical regime with p = 0.7

From now on, we denote by C. the unique infinite cluster. Once the existence and
uniqueness of C,, are established, one would like to understand its geometry. The broad
picture to keep in mind is the following Ansatz: in the supercritical phase the infinite
cluster spreads in most of the space. Its geometry is, at least on large scales, similar to
the one of Z4, and this infinite cluster coexists with small finite clusters. This can be
seen in Figure 7 where the small clusters are coloured in red.

The formalization and proof of this Ansatz have lead to many important contributions
including the ones of Grimmett, Marstrand [125], Aizenman, Delyon and Souillard [3],
Chayes, Chayes, Grimmett, Kesten, and Schonmann [65] and Kesten, Zhang [137]. More
details are presented in the following sections.

3.1.3. The good boxes. We first introduce a finite-volume version of the Ansatz described
in Section 3.1.2 through a notion of good box.

Definition 3.2 (Pre-good and good box). Given a percolation configuration w, we say
that a cube O of size N is pre-good if it satisfies the following properties (see Figure 7):
e There exists a cluster of open edges which intersects the 2d faces of the cube O,
this cluster is denoted by C. (D),
e The diameter of all the other clusters is smaller than N/1000.

It is said to be good if it satisfies the properties:

e The cube O is pre-good,
e Every cube O’ whose size is between N/10 and N and which has non-empty
intersection with O is also a pre-good cube.
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FIGURE 7. A good box. The cluster C.(0O) is drawn in blue and touches the four faces
of the cubes. It coexists with small isolated clusters drawn in red.

Remark 3.3. The reason to define the notion of good boxes in two steps is to ensure
that they satisfy the following connectivity property: given two neighbouring pre-good
cubes Oy, 0y of “similar” sizes (e.g., the ratio of side lengths is between 1/3 and 3), the
clusters C,(0O;) and C,.(Oz) are connected within 0O; U Oy.

The main result pertaining to this notion is that the probability of a large cube to
be good is exponentially close to one as the size of the cube goes to infinity. This was
proved by Penrose and Pisztora in [160] (see also [18]). The statement given here is an
application of their Theorem 5 with ¢,, = n/1000.

Theorem 4 (Theorem 5 of [160]). For each dimension d >2 and p > p.(d), there exists a
constant ¢ > 0 such that for each cube O € Z? of size n,

P, (O is good) > 1 —exp (—cn).

3.1.4. A partition in good boxes. Once equipped with the notion of good box, we are able
to implement a renormalization argument for the infinite cluster by partitioning Z¢ into
good boxes (of necessarily different sizes, see Figure 8). This construction was performed
in [20] and is explained in more details in the following statement.

Proposition 3.4 (Partition of good cubes [20]). There ezists, P, almost surely, a partition
P of Z% into triadic cubes of varying sizes such that

(i) Every cube O € P is a good cube,
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FIGURE 8. A realization of the partition P.

(i1) Two neighbouring cubes O,0" € P have comparable sizes,
1 < size(O)
37 size(o') T
(11i) For x € Z%, if we denote by Op(x) the unique cube of the partition P containing

x, then the size of Op(x) is a random variable satisfying the following exponential

tail estimate
size (Op(2)) <01 (C).

This partition is a crucial ingredient of my contributions on this topic [20, 74, 78, 53]
as it provides a flexible tools to rigorously justify the Ansatz described in Section 3.1.2.
In particular, it allows to develop a functional calculus on the infinite cluster: one can,
for instance, use this partition to show the existence of Poincaré inequalities and Sobolev
inequalities for functions defined on the infinite cluster.

3.1.5. Harmonic functions on the percolation cluster. In order to adapt the theory of
stochastic homogenization to the infinite cluster, we will be interested in the properties
(over large scales) of the harmonic functions on the infinite cluster. To be more precise,
let us consider a fixed realization of the infinite cluster which we denote by C.. Given a
vertex x € Co, we define the discrete Laplace operator in the infinite cluster according to
the identity, for any x € C, and any function u :Cs — R, we define

(3.1) Ac.ulr) = Z (u(y) —u(x)).

A function v : Csx — R is harmonic if it satisfies
Acmu =0 in Coo.

We will also be interested in parabolic equations, and say that a function u : (0,00) xCoo —
R is caloric if it satisfies

Ou—Ac u=01n (0,00) x Coo.
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Harmonic and caloric functions on the infinite cluster have been extensively studied in the
probabilistic literature, notably due to the connection with the random walk evolving on
a percolation cluster and defined as follows. On the positive probability event {0 € C,},
we define a continuous time random walk (X;)0 as follows: we start from 0 at time ¢ = 0,
i.,e. Xy =0, we then equip each edge incident to 0 with an exponential clock of parameter
1 (the clocks are independent of each other). The random walk waits for the first clock
to ring and jumps through the edge. After the jump, we consider a new collection of
exponential clocks and iterate the procedure. One can then ask many questions on the
behaviour of the random walker (X;):so over large times ¢, e.g., what is the typical size
of | Xy| for ¢ > 17 Does it have the same behaviour as for the random walk on Z?? Is it
true that the (suitably rescaled) random walk converges in law to a Brownian motion (as
it is the case for the random walk on Z%)?

From an analytic perspective, the random walk (X;);»¢ defined above is a continuous
time Markov process whose generator is the discrete Laplacian (3.1). In particular, the
law of the random walk is given by the heat kernel on the percolation cluster, i.e. the
function P(t,y) = P[X; = y] is the unique solution of the discrete parabolic equation

P -Ac_P=0 in (0, Coo,
(3.2) {t Coo in (0, 00) x

P(0,-) =do on Ce,

where Jq is the discrete Dirac function.

The behaviour of the random walk on the percolation cluster and the large-scale
properties of the harmonic and caloric functions (including the heat kernel) have been
a fruitful line of research in the probabilistic literature. We present below some of the
results which have been obtained by the community.

A fundamental property concerning the random walk is the existence of an invariance
principle. In this direction, an annealed invariance principle was proved in [82] by
De Masi, Ferrari, Goldstein and Wick. In [167], Sidoravicius and Sznitman proved a
quenched invariance principle for the simple random walk in dimension d > 4. This result
was extended to every dimension d > 2 by Berger and Biskup in [45] and by Mathieu
and Piatnitski in [147]. Their result asserts that there exists a deterministic diffusivity
constant @ > 0 such that, for almost every realization of the infinite cluster, the following
convergence holds in the Skorokhod topology

where B. is a standard Brownian motion. More general models of random walks on
percolation clusters with long range correlation, including random interlacements and
level sets of the Gaussian free field, are studied by Procaccia, Rosenthal and Sapozhnikov
in [162], where a quenched invariance principle is established.

The properties of the harmonic/caloric functions and the heat kernel on the infinite
cluster have been investigated in the literature. In [148], Mathieu and Remy proved that,
almost surely, the heat kernel decays as fast as t-%/2. These bounds were extended in [35]
by Barlow who established Gaussian lower and upper bounds for this function.

In the article [37], Barlow and Hambly proved a local central limit theorem for the
random walk. Their main result can be stated as follows: if we define, for each ¢ > 0 and
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x € R4,

_ 1 f?
Pune L en( )
(t:2) (2n52t)""” P\

the heat kernel with diffusivity @, then, for each time T > 0, the following convergence
holds, P,-almost surely on the event {0 € Cs},
lim sup sup |nd/2P(nt,gn(x), 0) - G(p)_lf(t,x)‘ =0,

where the notation g, () means the closest point to \/nx in the infinite cluster.

Regarding the behaviour of the harmonic functions on the percolation cluster, Bar-
low [35] proved a Harnack inequality (this result implies the Liouville property for
harmonic functions: any bounded harmonic function on the percolation cluster is con-
stant), and Barlow and Hambly [37] established the parabolic Harnack inequality. In the
article [43], Benjamini, Duminil-Copin, Kozma and Yadin proved (among other results)
that the space of linearly growing harmonic functions has almost surely dimension (d+1).

The article [20] was then devoted to the adaptation of the theory of quantitative
stochastic homogenization as developed in [32, 28] to the degenerate setting of the
supercritical percolation cluster so as to establish a quantitative homogenization theorem
as well as a large-scale regularity for harmonic functions on the infinite cluster (in
particular, we identified the dimensions of harmonic functions growing like a polynomial
of prescribed degree). The article [74] obtained quantitative estimate on the fluctuations
of the corrector (in the spirit of Theorem 2).

3.2. The heat kernel and Green’s function on the infinite cluster. In collaboration
with C. Gu [78], we studied the heat kernel as defined in (3.2) and adapted the techniques
of [28, Chapter 8] to the percolation setting. We obtained the following quantitative
version of the local limit theorem for the random walk.

Theorem 5 (Homogenization for the heat kernel [78]). For each exponent € >0, there
exists a positive random variable X, satisfying the stochastic integrability estimate

X. < O0,(C),

for some s >0, so that, for each time t > X. and each point x € Co, satisfying |z| <t, we
have the upper bound

L C o (_ﬁ)
t27 ¢ CVt)
The strategy of the proof, which follows the argument of [28, Chapter 8], is to use

a two-scale expansion similar to the one presented in Section 2.1.2 but adapted to the
parabolic and percolation setting.

|P(t,2) - 0(p)P(t,x)| <

3.3. Some differences between the harmonic functions on the infinite cluster
and on Z<. All the theorems mentioned so far show that the behaviour of harmonic
functions on the infinite cluster Cy is similar to that of harmonic functions on R¢ or
Z¢. In the article [53], in collaboration with A. Bou-Rabee and W. Cooperman, we
investigated the differences between these functions and identified some properties which
are true for harmonic functions on the lattice and false for harmonic functions on the
cluster.



21

Specifically, we were interested in the following three properties which hold true for
harmonic functions:

e On Z?, there exists a function which is both Lipschitz, harmonic and non-constant
(e.g, the function z := (z1,...,24) » 21);

e On Z4, there exists a function which is harmonic, integer-valued and grows linearly
fast (e.g., the same function as above);

e On Z% and for each integer k € N, there exists a function v : Z¢ - R such that
— The function —Awu : Z¢ - R is integer-valued and finitely supported;
— The function u decays faster than the inverse polynomial x — |z[™;
— The function u is not finitely supported.

In [53], we show that these three properties are false for the harmonic functions on the
percolation cluster. Specifically, we proved the following result.

Theorem 6 ([53]). The following properties hold for almost every realization of the
infinite cluster Coo:

o If u:Co — R is Lipschitz and harmonic, then u is constant (N.B. we say that
a function u : Co, - R is Lipschitz if there exists a constant K > 0 such that
lu(z) — u(y)| < Kdiste, (z,y) for any x,y € Co and where distc,, denotes the
distance on the infinite cluster)

o If u:Co — R is harmonic, integer-valued and grows linearly fast, then u is
constant.

e In dimension d =2, if u:Co — R is a function satisfying:

— The function —Ag_u is integer-valued and finitely supported,
— The limat superior as R tends to infinity of the map R~ R (SUPBR\BR,2 |u|)
s equal to 0,
then the support of u is finite.

Roughly, the strategy of the proof is to proceed by contradiction, assume that such
functions exist and find a specific, deterministic, finite subgraph of Z¢ (which must appear
infinitely many times in the infinite cluster due to the ergodicity of Bernoulli percolation)
on which this property cannot hold. The proofs make important use of the results of
quantitative homogenization on the percolation cluster established in [20, 74, 78].
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4. THE V¢ INTERFACE MODEL

4.1. The model. In this section, we consider a mathematical model of random interfaces
called the V¢ interface model. We define it formally below and then discuss its motivation
from the point of view of statistical physics.

Throughout this section, we fix a dimension d > 1 . Given an integer L € N, we consider
the box Ay := {-L,...,L}* ¢ Z¢ and the space of functions

Qpi={p: A >R:p=0o0n0A;} ~R*
To each function ¢ € )y, we associate an energy which is given by the formula
H(p):= 2V (p(x) - o)),
z~y
where V' : R — R is an elastic potential satisfying the following properties:
(1) V is an even function, i.e., V(x) = V(-z) for any z € R,
(2) Vis C%(R) and uniformly convex, i.e., there exists A € (0,1] such that,

VeeR, A< V"(x) < %

We then equip the space €2 with a Gibbs measure given by the identity

(11) pins(dp) = - exp (-H () ] de(a)
L zelp,

where 7, is a normalisation constant which makes the above measure a probability measure
and which is called the partition function. We denote by E,,, ~and Var,, the expectation
and variance with respect to pa,. An important example of potential satisfying the
assumptions above is the function V(z) = 22/2. In that case, the measure (4.1) is the
law of a Gaussian vector whose covariance matrix is explicitly computable and is known
as the (discrete) Gaussian free field. This model plays an important role in statistical
physics due to its universal properties: it is expected (and proved in a number of cases)
that many models of statistical physics behave over large scales like a Gaussian free field.
This is in particular the case for the model (4.1) defined above.

This model, known in the mathematical physics literature as the V¢ interface model,
has been the subject of extensive research in the past 50 years (see [108, 171] and
Section 4.1.2 for an account of the literature on the topic). It belongs to the broader
class of interface models in statistical physics, whose aim is to describe the separation of
two phases. In this model, the interface is modeled as the graph of the function ¢ € Q,
and the value p(x) represents the height of the interface at x € Ay (see Figure 9). The
interface is then a random function, whose law is defined on a microscopic scale (via the
Hamiltonian, which is defined as a sum over nearest neighbour edges), and one would
like to understand the macroscopic properties of the model. In this direction, many
properties can be investigated and three of them are presented in Section 4.1.1 below: the
localisation/delocalisation of the interface, the hydrodynamic limit and the scaling limit.

Before presenting in more details these three properties, we mention that the Gibbs
measure (4.1) is naturally associated with a Langevin dynami which takes the form of
the following system of stochastic differential equations:

o) dei(w) = 2V (piy) = eulw)) dt + V2dB;(z)  forze Ay,
| ei(r) =0 for x € OAp,
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FIGURE 9. A representation of a random interface.

where {B.(z) : x € Ay} is a collection of independent Brownian motions. More specifically,
the Langevin dynamic is stationary, ergodic and reversible under the Gibbs measure (4.1).
This stochastic differential equation contains two terms which have a competing effect
on the evolution of the interface. The drift term acts as a smoothing term and makes
the dynamic evolve in a direction which minimises the energy H(y;) (this minimum
is uniquely attained for the flat interface ¢ = 0 with the assumptions imposed on the
function V'). This evolution is then affected by a noise incorporated to the model through
the Brownian motions. This dynamic plays an important role in the study of the model
for two reasons:

e The dynamic appears in the Helffer-Sjéstrand representation formula (see Propo-
sition 4.1) which is one of the central tool to study the model.

e From an analytic perspective, the difference ¢;(y)—p;(z) is a discrete gradient and
the sum Y, is a discrete divergence. The evolution (4.2) can thus be rewritten,
using more analytic notation, as follows

dpy(z) = V- V' (Ve () dt +V2dB, ().

Written this way, the drift term is (the discrete version of) a non-linear elliptic
operator in divergence form which can be studied using tools of elliptic regularity.
This approach is discussed in more details in Section 4.2 below.
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4.1.1. Three results on the V¢ interface model. In this section, we present three results on
the V¢ interface model: the localisation/delocalisation of the interface, the hydrodynamic
limit and the scaling limit.

1) The localisation/delocalisation of the interface.

A fundamental question in the topic of random interfaces in mathematical physics is
the one of the localisation or delocalisation of the interface. In the setting considered
here, a possible way to formulate the problem is as follows: how does the sequence
L~ Var,, [©(0)] behave as L tends to infinity? When the sequence is bounded, the
random interface is said to be localised, and when it is unbounded, the interface is said
to be delocalised. The answer to this question may depend on the potential V' and the
dimension d of the underlying space.

We mention that the previous paragraph presents one way to formalize the problem,
but that many aspects of the localisation or delocalisation of the random interfaces can
be investigated (e.g., one can try to derive lower bounds or upper bounds, qualitative
or quantitative estimates, investigate the same question for related interface models
etc.). We refer to the lecture notes of Velenik [171] for (much) more information on this
question.

In the case of the V¢ interface model with even and uniformly elliptic potential
considered in this section, the question can be answered precisely and we have the
following result established in [56] (N.B. The proof of [56] applies to a broader class of
potentials).

Theorem 7 (Brascamp, Lieb and Lebowitz [56]). For any even and uniformly convex
potential V', there exist two constants ¢ :=c(d,V) >0 and C:=C(d,V) < oo such that
cL < Vary,, [p(0)] <CL ifd=1,
clnL < Var,, [p(0)] <CInL ifd=2,
c< Var, [p(0)] <C if d > 3.
There exist various techniques which can be used to establish this result. We will
present below one of them: the Helffer-Sjostrand representation formula due to Helffer

and Sjostrand [130] and applied to the V¢ model in [156, 119] (N.B. this is not the
technique used in [56]).

Proposition 4.1 (Helffer-Sjostrand representation formula [130, 156, 112]). For any
L €N, one has the identity

Var,,, (o] =E| [7 Pu(t.0) at].
0
where P, 1s the heat kernel associated with the equation

0P, —V-avVP,=0 in [0, 00] x Z<,
(43) Pa(0> ) = 60 m AL>
Pa(t,)=0  in [0,00] x DAy,
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with the time dependent environment a(t,e) = V"(Vei(e)), where ¢, is distributed ac-
cording to the Langevin dynamic

dpy(2) = V- V'(V)(2)dt +V2dBy(z)  xeAyp,
(4.4) oi(x) =0 xedNp,
wo(x) = ¢(x) rel;.

where the initial condition ¢ is distributed according to s, and is independent of the
Brownian motions.

The Helffer-Sjostrand representation formula can be used in conjunction with the
following upper and lower bounds on the heat kernel.

Proposition 4.2 (On diagonal Nash-Aronson inequality). Under the assumption that V
is uniformly convez, there exist two constants ¢:=c(d,V) >0 and C :=C(d,V) < oo such
that the heat kernel P, defined in (4.3) satisfies

c t C t
Wexp (—E) < Pa(t,O) < W@Xp (_CLQ) .

Theorem 7 is then obtained as a combination of the two previous results, e.g., for the
upper bound, we may write
)i

(4.5) Var,, [gp(O)]zE[[o P.(t,0) dt]s[o td%exp(—c’i2
CLifd=1,
demrita=2,
Citd>3.

The Helffer-Sjostrand representation formula plays a fundamental role in the theory
and we remark that this formula is not restricted to the variance of the heigth ¢(0) but
can be generalized to a large class of (both linear and nonlinear) functionals of the height.
A more general version of this identity is stated in (4.10) below, and is one of the major
ingredient in the identification of the scaling limit of the model by [156, 112].

An important part of my research on this topic relies on the study of the Langevin
dynamics (4.4), and can be summarized by the following heuristic “One can obtain
information on the behaviour Langevin dynamics by differentiating it with respect to the
right parameters”.

We illustrate this point by providing below a sketch of the proof of Proposition 4.1
(which does not follow the original argument [130, 156, 112]) and where the formula is
obtained by computing the derivative of the same function in two different ways.

Sketch of proof of Proposition 4.1. Fix L € N and for h € R, consider the tilted measure
on QL

1
i, (dp) = — exp (— > Vip(x) - o(y)) + hw(O)) [] de(2),
L T~y zeN],
and denote by G(h) := E,n [p(0)] =] SO(O)MXL(dgp). The derivative of the function G at

the value h =0 can be explicitly computed and we have

G'(0) = Var,, [¢(0)].
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We next consider the tilted Langevin dynamic
Ao (z) =V - V'(Vpi(e))dt + hlgy + V2dBi(v) €Ay,
(4.6) ol(x) =0 x€dAp,
w0 (2) = (1) relr.

This dynamic is ergodic and has ,u’]\L as an invariant measure. In particular, the law of
@} converges, as t = oo, toward pf and thus

(4.7) E[¢}(0)] — G(h).

Differentiating the dynamic (4.6) with respect to h at the value h = 0, we obtain that the
h

map w(t,x) = d‘pfi—éx) solves the linear parabolic equation

ow(t,x) =V-avw(t,x) + 1oy v ey,
w(t,z) =0 x €I,
w(0,z) =0 relp,

with a(¢,e) := V" (Ve(e)). Applying Duhamel principle, we have that

t
w(t,0) ::f Pa(t,0, 5,0) ds.
0

Using the stationarity the dynamic, we obtain

%E [£1(0)] =E [%gp?(())] _E[w(t,0)] = E [fot P10, 5,0) ds]

:E[/Otpa(t,o)ds].

Assuming that derivative with respect to h and the limit ¢ — oo can be exchanged,
we deduce the Helffer-Sjostrand representation formula from (4.7) and the previous
identity. 0

2) The hydrodynamic limit.

The hydrodynamic limit is one of the fundamental result on the V¢ interface model
which plays the role of the law of large number. To be more specific, a possible way to
formalize the result is as follows. Consider a sufficiently regular function f:[-1,1]¢ > R
(e.g., Lipschitz), and, given a large integer L € N, denote by €2, the space of functions
¢ :Ap — R which are equal to Lf (Z) on the boundary of Ay, i.e.,

Q{::{@:ALH%R:@:Lf(i) onaAL}.

We then consider the Gibbs measure uf\L to be the probability distribution on the space

Q{ given by the formula (i.e., this is the same measure as in (4.1) but we impose the
boundary condition to be equal to L f (f) instead of 0)

i, (d2) =~ exp (-H (9)) [T (o).

xEAL
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FIGURE 10. An illustration of Theorem 8: the two pictures on the first line represent
a random interface sampled according to the Gibbs measure pf\L with L = 50 and
L =100 (and suitably rescaled). As L — oo, the interfaces concentrate around a smooth
deterministic profile drawn on the second line.

and denote by ]E’uf the expectation with respect to ,uﬁL. The hydrodynamic limit for
A

the V¢ interface model can then be stated as follows.

Theorem 8 (Hydrodynamic limit for the V¢ interface model). There exists a uniformly
convez function 7 : R? - R such that if we let we f+ H}([-1,1]¢) be the minimiser of
the variational problem

inf f o(Vu(x))dz,
[_171]d

uef+HL([-1,1]¢)
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then we have the convergence

1
E,. [m P

1
T ZAL

1 2

L

p(Lr) -u(x)

— 0.
L—

Remark 4.3. The map @ is called the surface tension and can be characterized by the
following identity: if, for p € R?, we denote by ¢, : R? - R the affine function satisfying
(,(x) = p-x, then we have

N »

a(p) = Lh_r){)lo i InZp.

Theorem 8 states that a suitably rescaled random interface sampled according to
the Gibbs measure ,uf\L concentrates around a deterministic interface which can be
characterised as the minimiser of a certain strictly convex functional.

Statements in the form of Theorem 8 play a fundamental role in the theory of random
interfaces. In fact, the first mathematical model to describe these interfaces was introduced
by Wulff in 1901 in the article [175]: the interfaces are characterised as the minimisers
of a certain functional, known as the Wulff functional, and defined, for a subset E ¢ R9,
according to the formula

(4.8) W (E) = [8 o (a(@)) dr,

where n(z) is the exterior normal to OF at point « and o is the surface tension between
the two phases.

Besides the V¢ interface model, many important results establishing the concentration
of a random interface around a deterministic shape minimising a functional of the
form (4.8) have been established in the mathematical physics literature (and the result
frequently goes by the name “Wulff construction”). For instance in [12], Alexander,
Chayes and Chayes obtained a Wulff construction for supercritical Bernoulli percolation
in 2 dimensions. In the monograph [93], Dobrushin, Kotecky and Shlosman established a
Wulff construction for the two-dimensional ferromagnetic Ising model at low temperature
with periodic boundary conditions. These results were subsequently extended to all
temperatures below the critical threshold, and we refer to the work of loffe [132, 133],
Schonmann, Shlosman [164], Pfister, Velenik [161] and Ioffe and Schonmann in [134]
for further information. In dimension 3, Cerf has demonstrated in [63] a form of Wulff
construction for Bernoulli percolation in the supercritical regime. Bodineau in [51] proved
a similar result for the Ising model for all dimensions d > 3 and at low temperature.

We complete this section by mentioning that a version of the hydrodynamic limit can
be established for the Langevin dynamic associated with the V¢ interface model, and
that this result implies the one stated in Theorem 8 (which concerns the Gibbs measure).
The hydrodynamic limit for the Langevin dynamic is the subject of the article of Funaki
and Spohn [110] and is discussed in more details in Section 4.2 below.

3) The scaling limit.
The third result pertaining to the V¢ interface model is the scaling limit of the model,

which corresponds to the central limit theorem. In the case of the V¢ interface model the
scaling limit is a Gaussian free field. The precise theorem is stated below and we introduce
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the following notation: for a smooth function f e C ((-1,1)9), we let uwe HJ([-1,1]%)
be the solution of the Laplace equation

~Auy = fin [-1,1]%,
up=0on [-1,1]%
Theorem 9 (Scaling limit for the V¢ interface model [156, 112]). For L € N, we let

w1, € Qr be a random interface sampled according to the measure py, . Then, there exists
a constant a:=a(d,V') >0 such that, for any f e C>((-1,1)7),

S (E) e B (o [ s i)

This result was originally proved (in infinite volume) by Naddaf-Spencer [156] and
Giacomin-Olla-Spohn [112]. We give below a brief sketch of the proof which follows the
argument of [112].

Sketch of proof. For L e N and f € C»(R?), we introduce the notation
1 (a: )

> — | o(x).

L%_H xezdf L ¢( )

The proof is decomposed in two steps:

SL =

i) Proving convergence of the variance, i.e., showing that
g g g

4. S -1 f d .

(4.9) var, [S1,] — a " f(x)up(z)de

(ii) Proving that Sy converges in distribution to a Gaussian random variable.

We only sketch the proof of (4.9). By applying the (suitable version of) the Helffer-
Sjostrand representation we have the identity

(4.10) varu[SL]:[OOO ! S f(z)E[H (L%, La)] dt.

Td
L xe%Zd

where the function Hy : (0,00) x Z¢ - R is defined to be the solution of the discrete
parabolic equation

GtHL—V-aVHL:O n (O,OO]XAL,
0.9 =(7) A
Hp=0 on (0,00) x A,

where a is as in Proposition 4.1. It can then be proved that the random environment a is
ergodic and that the parabolic operator 0, — V-aVv can be homogenized. Specifically, one
can prove that there exists a deterministic coefficient a :=a(d, V') > 0 such that, if we let
H be the solution of the (continuous) parabolic equation

OH-aAH =0 in (0,00] x[-1,1]¢,
E(O, ) = f in [_17 1]d7
H=0 on (0,00)x09[-1,1]¢,
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then
f ! S |R[HL (L2, L2)] - H(t, )| dt — 0.
0

Td
L xe%Zd L=oo

Combining the previous result with (4.10) implies

va, [S1] — fo f[m]d F(@)Ht,z)de =7 [[11

)

F@yug(@) da.
O

4.1.2. Historical background. We mention in this section some of the important results
about the V¢ interface model, but the list is certainly not exhaustive and we refer
the interested reader to the review articles [108, 171] on the topic. In the uniformly
convex setting, the scaling limit of the model was identified by Brydges and Yau [60] in a
perturbative setting based on a renormalization group approach. After the groundbreaking
works of Funaki, Spohn [110], Naddaf, Spencer [156] and Giacomin, Olla, Spohn [112],
large deviation estimates and concentration inequalities were established by Deuschel,
Giacomin and loffe [84], and sharp decorrelation estimates for the discrete gradient of
the field were obtained by Delmotte and Deuschel [83]. The scaling limit of the field in
finite-volume was established by Miller [152]. More recently, Armstrong and Wu [30]
proved the C? regularity of the surface tension and the fluctuation-dissipation relation
(see also the recent subsequent work of Wu [174]), and Deuschel and Rodriguez [87]
identified the scaling limit of the square of the gradient field.

The case of non-uniformly convex potentials was studied in the high temperature
regime by Cotar, Deuschel and Miiller [69], who established the strict convexity of the
surface tension, and by Cotar and Deuschel [68] who proved the uniqueness of ergodic
Gibbs measures, obtained sharp estimates on the decay of covariance and identified the
scaling limit of the model (see also [86] for the hydrodynamic limit). The strict convexity
of the surface tension in the low temperature regime was established by Adams, Kotecky
and Miiller [2] through a renormalization group argument. This renormalization group
approach was further developed in [1] to obtain a (form of) verification of the Cauchy-Born
rule for these models. In [48], Biskup and Kotecky showed the possible non-uniqueness of
infinite-volume, shift-ergodic gradient Gibbs measures for some nonconvex interaction
potentials, and Biskup and Spohn [50] proved that, for an important class of nonconvex
potentials, the scaling limit of the model is a Gaussian free field (see Armstrong and
Wu [31] for the scaling limit of the SOS-model using a similar strategy). We finally
mention the recent works of Magazinov and Peled [145], who established sharp localisation
and delocalisation estimates for a class of convex degenerate potentials V', the one of
Andres and Taylor [17] who identified the scaling limit of the model for a class of convex
potentials satisfying the assumption inf V" > A > 0, and the recent work of Sellke [165]
who obtained sharp upper bounds for the localisation/delocalisation of the interface for
a broad class of potentials. We finally refer to the thesis of Sheffield [166] for many
additional results and techniques on this class of models (including large deviations
principles for the random interface, proof of the strict convexity of the surface tension,
the introduction of the cluster swapping etc.).

4.2. The hydrodynamic limit as a nonlinear homogenization problem. In the
article [21], S. Armstrong and I established a quantitative version of the hydrodynamic
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limit proved in [110]. Our approach is different from that of [110] and is based on
quantitative stochastic homogenization methods.

Before stating the result, we mention that we will make use of the notation D,o for the
gradient of the surface tension @ and introduce the notation for the parabolic cylinder of

(0700) xAp
Fpar ((0,00) x Ap) = ({0} x A) x ((0,00) x OAL).
We will use similarly
Opar((0,00) x (=1,1)7) := ({0} x (=1,1)*) x ((0, 00) x (-1, 1)7).
Theorem 10 ([21]). Let f € C=([0,00) x [-1,1]¢), LeN, let ¢ : (0,00) x A, > R be the

solution of the system of stochastic differential equations

de(x) = S V' (0i(y) = e(w)) dt +V2dB; () for (t,z) € (0,00) x Ay,

Yy~

oule)=Lf (15.7) for (+,) € Gpur((0.0) x Ap),

and let w: (0,00) x (=1,1)% > R be the solution of the parabolic equation
O -v-Do(va)=0 in (0,00) x (-1,1)%,
U=f  on Opu((0,00)x (~1,1)7).

Th@n we hcwe
/1 |
| L| xe% At

We complete this section with a discussion of how homogenization theory (as described
in Section 2) can play a role in understanding the macroscopic behaviour of this interface
model.

2

%@th(LI) —u(t,x)| <Oy (C’fL‘% (1 + |log L|%1{d:2})) )

Some elements of proof :

The standard problem of stochastic homogenization of nonlinear elliptic equations,
following [32, 23, 22, 103], is defined as follows. We consider a Lagrangian L : (z,p) —
L(x,p) with z, p € R? and assume that, for all x € R4, the function p — L(z,p) is uniformly
convex. We also assume that the Lagrangian L is random and that its distribution is
stationary and ergodic with respect to spatial translations. We are then interested in
studying the large-scale behaviour of the solutions of the non-linear elliptic equation

(4.11) V- D,L(x,vVu) =0 in R<.

The starting point of the analysis is the observation that the Langevin dynamics (4.2)
can be considered as a non-linear (discrete) parabolic equation with noise. As mentioned
above, one can make the replacement

D V' (Ver(e)) ~  V:D,L(Vu),

esx

and consider (4.2) as being similar to
(4.12) Owu—V - D,L(Vu) = “noise”,

where the noise corresponds to the term involving Brownian motion (4.2). The equa-
tion (4.12) can then be interpreted as a discrete and parabolic version of the equation (4.11)
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where the randomness is not encoded in the Lagrangian but externally by random noise.
A similar observation was made by Cardaliaguet, Dirr and Souganidis [62], who proved a
qualitative homogenization result for a continuous version of the Langevin dynamics.

The standard homogenization theorem for non-linear elliptic equations [72, 73] states
that there exists a uniformly convex deterministic function p f(p), called homogeneous
or effective Lagrangian, such that any solution of (4.11) is well approximated on large
scales by a solution w of the equation

v-D,L(Vu) =0 in R%

Compared with the previous statement, the hydrodynamic limit for the V¢ interface
model [110] indicates that the solutions of the Langevin dynamics (4.2) are well approxi-
mated on large scales by the solution of the deterministic equation

&ﬂ— V : DPE(VE) = 0

The hydrodynamic limit can therefore be thought of as constituting a homogenization
theorem, where the surface tension @ plays the same role as the effective Lagrangian.
This comparison can be extended and the hydrodynamic limit can be proved with the
same technique used to prove homogenization theorems, namely the two-scale expansion
presented in Section 2.1.2. We do not present here the details of the mathematical
construction and refer the interested reader to [21].

4.3. A localisation/delocalisation estimate in for a class of degenerate potentials.
All the results discussed until now have been stated under the assumption that the

potential V' is uniformly convex, i.e., there exists a constant A € (0,1) such that, for any
relR,

(4.13) A<V (x) < %,
but one can make sense of the Gibbs measure (4.1) under much less restrictive assumptions
on the potential V, for instance, it is sufficient to assume that the function z ~ eV () is
bounded and integrable over R. It is thus an interesting question to investigate to what
extent the results mentioned above can be extended to potentials V' which do not satisfy
the uniform ellipticity assumption (4.13). A long-standing prediction asserts that the
behaviour of the V¢ interface model should be similar to the one of the Gaussian free
field for a large class of potentials, and a number of results have been obtained in this
line of research (some of them have been discussed in Section 4.1.2). We discuss here one
of them which is the subject of [76].

Specifically, the article [76] is concerned with the potentials V : R — R satisfying the
following assumptions (see Figure 11):

(i) Regularity and convezity: we assume that V' is twice-continuously differentiable
and convex;

(ii) Growth of the second derivative: we assume that the second derivative of V
satisfies a power-law growth condition: there exist an exponent r > 2 and two
constants c,,c_ € (0,00) such that

V//
0 <c_ <liminf (a;) < lim sup 5 <
L N R
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y=V"(x)

»

FIGURE 11. An example for the second derivative of the potential V' under Assumptions
(i) and (ii).

This assumption relaxes both the upper and lower bounds in (4.13) by allowing the
second derivative of V' to vanish on a finite but arbitrarily large interval, and imposing
that it eventually grows like a polynomial (typical examples of potentials satisfying the
assumptions above are the functions x — |z|P for p > 2). In [76], I investigated the question
of the localisation/delocalisation of the interface.

In order to state the result, we have to introduce a periodic version of the finite-volume
random interfaces introduced in Section 4.1. Specifically, we introduce:

e The discrete torus Ty, := (Z/(2L + 1)Z)%, and write 2 ~ y to mean that z,y € Ty,
are neighbours in Ty,

e The space of of periodic functions 2} := {gp :Tp =R Y ,er, (o) = 0} and denote
by d¢ the Lebesgue measure on 29 ,

e The Gibbs measure pr, which is the probability distribution on the space €25 given
by the formula (N.B. this amounts to imposing a periodic boundary condition
instead of the Dirichlet boundary condition)

pir, (d) :=Zl expl- Y V(e(z)-e(y)) |de.

per,L l‘,yETL
~y

Theorem 11 (Localisation and delocalisation [76]). Under the Assumptions (i) and (ii),
there exists a constant C' := C'(d,V') < oo such that, for any L > 2,

CLifd=1
Var,, [0(0)]<{CInL if d=2,
C ifd>3.

Remark 4.4. Matching lower bounds are known: the result is easily obtained in dimension
1 (where the question amounts to studying a sum of independent random variables) and
in dimensions 3 and higher. In dimension 2, it can be deduced from an adaptation of the
Mermin-Wagner argument (see e.g., [150]).

Some elements of proof :
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The strategy follows the one presented in Section 4.1.1 and makes use of the Helffer-
Sjostrand representation formula (N.B. The formula was stated for uniformly convex
potentials and with Dirichlet boundary condition, but a similar result holds in the setting
of Theorem 11). The main difficulty is that, since the second derivative of V' can vanish,
the environment a(t,e) = V"(V¢y(e)) can also vanish and the Nash-Aronson estimate
stated in Proposition 4.2 cannot be applied. The strategy is then to rely on the article of
Mourrat and Otto [154] which provides a sufficient condition on a random and degenerate
environment a for the Nash-Aronson estimate to hold. Specifically, their result is the
following (N.B. their statement has been adapted to the periodic setting).

Theorem 12 (Anchored Nash estimate [154]). Fiz an integer L € N and let a: E (T) x
[0,00) = [0,1] be a random environment whose law is invariant under space and time
translations and the symmetries of the torus. Then there exists an exponent p € [1,00]
and a constant C' < oo such that, if

° a(s,e) ’
(4.14) ]El([t mds) ]<oo,

then

C t
E[Pa(t,0)] < w2 ©XP (_C’LQ) :
Remark 4.5. The assumptions on the law of the environment imply that the left-hand
side of (4.14) does not depend on the value of the time ¢ € (0, 00) and the edge e € E (Ty).

Remark 4.6. A similar results holds when the conductance a can take values larger
than 1 (with suitable assumptions on the probability of the conductance to be large)

The assumption (4.14) is typically satisfied for environments a which can take the
value 0 but do not remain equal to 0 for a long time; this is for instance the case if the law
of the environment satisfies a finite-range dependence assumption in the time variable.

The strategy is then to combine Theorem 12 with the Helffer-Sjostrand representation
formula so that the same computation as in (4.5) can be used to deduce Theorem 11.
The main difficulty is to verify that, if we set a:= V" (V. (e)) where ¢ is the Langevin
dynamic (4.4) (or, to be precise, the Langevin dynamic with periodic boundary conditions),
then the assumption (4.14) is satisfied. This is the main result of [76], where it is
shown that the gradient of the Langevin dynamic cannot remain in the compact set
{zeR : V"(x) =0} for a very long time. Specifically, the following result is proved: for
any e € F(Ty) and any T > 1,

(4.15) PLvte[0,T]: V" (Viu(e)) = 0] < Cexp (~c[InT]77)

The inequality (4.15) asserts that the probability that the environment a(¢,¢e) := V" (V4(e))
remains equal to 0 for a time longer than T" decays super-polynomially fast in 7. Once
this estimate is established, the inequality (4.14) can be fairly easily verified.

The core of the argument is thus to show (4.15). As in Section 4.1.1, the proof of
this inequality is obtained by differentiating the Langevin dynamic with respect to the
suitable parameter; specifically, with respect to the noise driving the dynamic. To give
a few more details, we introduce the following decomposition: for the times ¢ € [0, 1],
we decompose the Brownian motion B(0) into a sum of a Gaussian random variable
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XO

FIGURE 12. A realization of a Brownian motion (in black) and an increment (in blue).

(referred to as the increment) and a Brownian bridge, i.e.,
Bt(O) = tBl(O) + Bt(O) - tBl(O),

—_— —
X, e

where the random variable X; is independent of the Brownian bridge W. We then

compute the derivative of the random variable ¢1(0) with respect to the increment Xj.

An explicit computation yields the identity

91(0) ! ,

X, /0 P, (1,0;5s) ds,

where we denote by P, (-,-;s) the same heat kernel as in (4.3), except that we start
the equation from the discrete Dirac dy at time s > 0 instead of time 0. It is then
possible to prove that this derivative is larger than a strictly positive real number,
which implies that the function ¢;(0) is sensitive to the increment X;. We may then
iterate the argument by fixing an integer k € N and differentiating the random variables
©1(0),...,k(0) with respect to the increments X = B1(0), Xy = B2(0) - B;(0), ...,
X, = Br(0) — Bg-1(0) respectively. Using that the increments are independent random
variables, we may deduce that the probability that the dynamic ¢;(0) remains in the
compact set {x € R : V/(x) = 0} for a long time is small. An adaptation (to treat
the discrete gradient of the dynamic) and a quantification of this argument yields the
estimate (4.15).

4.4. Ongoing projects and perspective. Various directions can be investigated on
the Vi interface model, especially regarding the extensions of the theory developed in the
uniformly convex setting to more general potentials. In this direction, in the article [76]
upper bounds for the localisation/delocalisation of the interface were established for
potentials satisfying the Assumptions (i) and (ii) above. In an ongoing project, I am
investigating the hydrodynamic limit for the potentials satisfying these assumptions.
Follow-up questions could be to establish a large deviation principle for the Gibbs
measure, identify the scaling limit, the decay of the covariance of the field and of the
discrete gradient of the field. More generally, the problems discussed in [108] can be
investigated for the potentials satisfying Assumptions (i) and (ii) (e.g., entropic repulsion,
pinning and wetting transitions etc.).
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5. SPIN SYSTEMS

5.1. General definitions. The third line of research is the study of spin systems. A
general spin system in finite volume is defined through the three quantities:

e A base space: we consider a box A € {-L,... ,L}d ¢ Z4 and denote its outer

boundary by OAp = Ap.1 N Ay

o A spin space: A spin space is a set equipped with a g-algebra and a measure.
We will consider either a finite set equipped with the counting measure, or the
circle S' equipped with the uniform measure, or the real line R equipped with the
Lebesgue measure \; in all of the cases, we will denote the spin space by § and the
measure by k. A configuration is a function o : Ay, = S. A boundary condition
7:0Ap — S can be prescribed by restricting our attention to the configurations o
which are equal to 7 on the external boundary 0A,.

o A Hamultonian and an inverse temperature: We consider a function Hy, defined
on the space of configurations o : A;,; > § and valued in R, assume that this
map is bounded, and consider an inverse temperature 5 > 0.
We equip the space of configurations o : Ap,; - S with a probability measure (also
called Gibbs measure) given by the formula

(5.1) in, 5(do) :=Zl exp (<BHy, () [ #(dov)

AL?B ’UEAL+1

where Z,, g is the normalization constant chosen so that pa, g is a probability distribution
(N.B. in the case when the measure & is not a finite measure, we only consider Hamiltonians
Hy, so that (5.1) is a finite measure). The measure (5.1) is referred to as the Gibbs
measure with free boundary condition.

In order to prescribe a boundary condition 7: 9A;, - S to the system, we will consider
the Gibbs measure on the space of configurations with boundary condition 7:0Ap - S,

g7 eXp(_BHAL(O-)) H /i(dO'v),
Ar.B veAp,

MszL,,B(dU) =

where Z]\L 8 is the normalization constant.

This fairly general formalism has the advantage of containing a number of statistical

physics models. We present below three important examples of spin systems: the Ising
model, the XY model and the Villain model.

5.2. Three examples of spin systems: the Ising, XY and Villain models.

5.2.1. Definitions. We specify the previous (general) definition to three important models
in statistical mechanics (see Figures 13 and 14):

e The Ising model: We consider the spin space § = {1,-1} and let k:=d; +J_; be
the counting measure. The Gibbs measure with free boundary condition is given
by the formula

1
iR, 5(d0) = —p—exp| 8 Y ooy | [] w(don).

Ap,B fE,y;AyLH veAr
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We denote by ()i 5 the expectation with respect to the measure ,uf\sb 5

e The XY model: We consider the spin space S = S! and let x be the uniform
measure on the circle (simply denoted by do, below). The Gibbs measure with
free boundary condition is given by the formula

1
(5.2) uf\(zﬁ(da) = XY exp| S Z Oy Oy H do,.
Ar,B a:,yxei\yLH zeA

We denote by ()fj 5 the expectation with respect to the measure Y .

e The Villain model: We consider the spin space S = S! and identify it with the
interval [0,27) through the bijection 6 € [0,27) — € € SI. We let x be the
Lebesgue measure on [0,27) (and simply denote it by df, below). Given an
inverse temperature § >0, we denote by vg : [0,27) ~ (0, 00) the heat kernel on
the circle defined by

v(0) == > exp (—g (6- 27m)2) :

nez

The Gibbs measure with free boundary condition is given by the formula

. 1
(5-3) “Xi,ﬁ(de) = 7 Vil H vg(0: = 0,) H db,.
Ap,B I»ysi\yLﬂ xeAL 41

We denote by ()XlLl 5 the expectation with respect to the measure ,quLl 5

5.2.2. Phase transitions. A fundamental feature of these models is that they exhibit a
phase transition in dimension d > 2 as discussed below. We first fix an integer L € N,
consider the (finite-volume) two-point function defined for the Ising model as follows

AL - [_17 1]7

Is
T+ <O'()O'w>ALﬂ.
In the case of the XY and Villain model, this function is defined as follows
AL_)[_]-a]-L AL_)[_171:|7

Villain: ;
T (00 . Uw)i\(jﬁ . T = (COS(QO - 990))XLIB :

Below we set out two properties of the correlation function. These properties are stated
for the Ising model (for notational convenience), but also hold for the XY and Villain
models. They are direct consequences of the correlation inequalities of Griffith [123] and
Ginibre [113]:

e For each L e N, each x € A and each § >0, (anx)f\shﬁ >0,

e For each x € Z? and each 8 > 0, the sequence ((Uo%)i ) LeN is increasing and thus

converges as L tends to infinity to a real number which we denote by (aoam)gs.

We refer to this quantity as the two-point function.
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FIGURE 14. A configuration for the

FIGURE 13. A configuration for the XY and/or Villain model.

Ising model (the values “+1” are
depicted in red and the values “-1”
are in blue).

A major research effort was then devoted to studying the asymptotic behaviour of the
two-point function x <00%>1; (the latter may depend on the dimension and the inverse
temperature (). Its behaviour is summarised in the following table where ¢ represents a
strictly positive constant which is allowed to depend on the dimension d and the inverse
temperature .
(croax)llgs d=1]d>2
5>1 e~clal c
b <1 e~clal | g=clal

In particular, the model exhibits a phase transition in dimensions 2 and higher between
a low temperature phase where the two-point function is always strictly larger than a
positive constant (this is known as long-range order) and a high temperature phase where
the two-point function decays exponentially fast (see Figures 15 and 16).

In the case of the XY and Villain models, the situation is different, and the two-point
function decays according to the following table (N.B. the behaviour of two-point functions
of the two models follows the same pattern)

(UO-O'JC))B(Y d=1|d=2|d>3 (Jo-ax)zﬂ d=1|d=2|d>3
B>1 el ale | ¢ B>1 el [ x| | ¢
b1 e~dal | e=clal | ¢=dlal b« 1 el | e=clal | o=clal]

In particular, the two-point function converges to 0 (as |z| - oo0) at every temperature
in two dimensions, but the rate of convergence depends on the temperature: a polynomial
decay is observed at low temperature and an exponential decay at high temperature.
This phenomenon is known as the Berezinskii-Kosterlitz—Thouless (BKT) transition (see
Figures 17 and 18). We add below some bibliographical details concerning the previous
results:

e The exponential decay of the two-point function at high temperature is a standard
phenomenon in statistical physics (generalisable to many spin systems). We refer,
for example, to Dobrushin’s argument [92].
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FI1GURE 15. Low temperature Ising FIGURE 16. High temperature
model. Ising model.

In the case of the Ising model, the long-range order at low temperature is (essen-
tially) a consequence of Peierls argument [159].

As mentioned above, the phase transition in dimension d = 2 for the XY and Villain
models is of a specific nature and is known as the Berezinskii-Kosterlitz-Thouless
(BKT) transition. We give in the following paragraph a more detailed (although
not exhaustive) account of the literature on this question. The theorem of Mermin-
Wagner [150] and the result of McBryan and Spencer [149] show that the correlation
function decreases at least like the inverse of a polynomial at any temperature.
Frohlich and Spencer [106] obtained the existence of a polynomial lower bound at
low temperature for the two-point function, thus showing the existence of the BK'T
phase transition for this model. New proofs and generalisations of this result have
recently been obtained in a series of works by Lammers [143, 142, 140], Lammers
and Ott [141], van Engelenburg and Lis [168, 169] as well as Aizenman, Harel,
Peled and Shapiro [5]. To go further in the understanding of the XY model, an
interesting question is the one of the identification of the effective exponent which
encodes the decay of the two-point function at low temperature; in this direction
we mention the recent work of Bauerschmidt, Park and Rodriguez [39, 40] who
identified the scaling limit of a related model, the high temperature discrete
Gaussian free field.

In dimension d > 3, the existence of an ordered phase at low temperature was
demonstrated by Frohlich, Simon and Spencer in [105]. Other proofs were
subsequently obtained, notably by Kennedy and King [135] and Garban and
Spencer [111].
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FIGURE 17. Low temperature FiGURE 18. High temperature
XY/Villain model. XY/Villain model.

FIGURE 19. Simulations from https://www.ibiblio.org/e-notes/Perc/xy.htm

5.3. Massless phases for the Villain model. In this section, we will be interested
in the Villain model (see (5.3)) in dimension d > 3 and in the low temperature regime
(8> 1). Under these assumptions, the results of [105, 135, 111} imply that the two-point
function is always larger than a strictly positive number, i.e., if we set
cp = inf (ao-am)zﬂ
xeZd

then c¢g >0 (N.B. it can be shown that this infimum converges to 1 as 5 — o0). In fact,
one can prove that the two-point function x ~ (o - O'z>;/ﬂ converges to ¢z as |r| > oo
(this is a consequence of the Messager-Miracle-Sole correlation inequality [151]). In the
article [81] in collaboration with W. Wu, we investigated the rate of convergence of the
two-point function to the value cg; the spin-wave conjecture [102, 150] postulates that
the difference (aoaw)zil — ¢g decays like (a suitable multiple of) the Green’s function, i.e.,
that there exists a constant ¢z > 0 depending on d and 3 such that

vil Ca 1
(00-0z)5 =cs+ P + O(|x|d‘2) .

We proved this result when the temperature is sufficiently low. Specifically, we obtained
the following theorem.

Theorem 13 ([81]). Fiz a dimension d > 3. Then there exists an inverse temperature
Bo := Po(d) > 1 such that for any B > By, there exists a constant ¢g >0 and an exponent
a:=a(d) € (0,1) such that

vil Cg 1
(54) <0'0'0'x),8 =cgt 2 +0 Yol I
|z |z

Remark 5.1. To be precise, the result is proved in [81] for the thermodynamic limit of
the Villain model with wired boundary conditions (i.e., we impose 6, = 0 on the boundary
of the box Ay in (5.3) and then take the limit L — oo to compute the two-point function).
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Some elements of proof :

The proof starts from the work of Frohlich and Spencer [107] (see also [38]) who
observed that the Villain model can be mapped, by duality, to a model of lattice Coulomb
gas. In the low temperature regime, it is possible to implement a cluster expansion to
obtain the following identity for the two-point function

(5.5) (o0 - O-x)zﬂ - <€i(¢(0)—¢(m))>GFF (X,)

where the terms on the right-hand side have the following definitions:

mg?

e In the first term on the right-hand side, the random variable ¢ is a Gaussian free
field, i.e., the limit L — oo of the measure (4.1) with V' (z) = S22/2 (this limit is
well-defined in dimension d > 3). This term can be computed explicitly and we

have

i(0(0)—¢(x _ ~5(G(0)-G(x))
(e ((0)=¢( ))>GFF ¢ B m

where G(x) is the discrete Green’s function on the lattice Z9.
e The second term is more technically involved and contains two terms which are
briefly described below:

— The measure pp is a measure of the form (4.1) (in particular, it belongs to the
class of random interfaces and is not a spin system valued in the circle St).
This allows to use the techniques introduced in Section 4, and in particular
the Helffer-Sjostrand representation formula, to study it.

— The random variable X, is a technically involved function of the random
interface whose explicit formula is not made explicit here (see [81, Proposition
3.10]) but which can still be analysed using the representation formula
mentioned above.

It is thus possible to analyse both terms on the right-hand side of (5.5), using either
explicit computations or the Helffer-Sjostrand representation formula (combined with
quantitative homogenization techniques) to derive the expansion (5.4).

5.4. Disordered spin systems I: the Imry-Ma phenomenon. In this section, we
discuss an example of disordered spin systems: the general philosophy of this topic is
to incorporate a random disorder to the spin system and to investigate if (and how)
the properties of the spin system are modified by the addition of the disorder. The
incorporation of a disorder can be done in various ways and two possibilities (among
many others) are presented in this thesis: we either add a random external field to the
spin systems (in this section) or study their behaviour when the base space is a random
graph (in Section 5.5). In all this section, we will use the general notation introduced in
Section 5.1.

To model the addition of a random external field, we consider a function n: A - R,
an observable f:S - R, a parameter € > 0. We define the disordered measure on the
space of configurations with boundary condition 7: dA; - S by the formula

o1
(56) MZ’,@ = W exp (_/BHAL(U) +te Z va(Uv)) H K’(do-v)a
ALnB 'UEAL ’U€AL
and denote by ()ZL the expectation with respect to the measure (5.6) (N.B. this quantity
depends on the disorder ). We typically assume that the disorder (7, ).z« is a family
of independent and identically distributed random variables of variance 1, and encode



42

the strength of the disorder by the parameter . We use the notation E to refer to the
expectation with respect to the disorder 7.

The first works on this subject were those of Imry and Ma [131] in 1975, who predicted
that the addition of a random magnetic field leads to the disappearance of phase transitions
in d < 2 dimensions for general spin systems for any value of the disorder strength . This
result was rigorously established by Aizenman and Wehr in the articles [10] and [11].
Their demonstration is based on ergodicity arguments and is therefore qualitative. The
question of the quantification of the Imry-Ma phenomenon has given rise to significant
progress in the case of the Ising model in the presence of a random magnetic field in
dimension 2 [64, 89, 90, 8, 4]; the best results currently known establish an exponential
decay in the length L of the effect of the boundary condition on the magnetization
mj = (UO)ZL at the centre of the box A;. They were initially obtained by Ding and
Xia [89] at zero temperature and then extended by Ding and Xia [90] as well as by
Aizenman, Harel, Peled [4] to any positive temperature. The proofs are based on the
existence of correlation inequalities for the Ising model with a random field, and thus
leave open the question of the quantification of the Imry-Ma phenomenon for general
spin systems. This is the subject of the two articles [80] and [79] presented below.

5.4.1. General spin systems. In the article [79], we assume that the law of the disorder n
is Gaussian. We obtain a quantitative result, and show that the effect of the boundary
condition on the spatially averaged magnetization

T o L o T
ML . |AL| Z <f( v)>AL

’UEAL

in the box Ay in dimension 2 decays faster than the map L ~ (Inln L)_i. The main
theorem of the article [79] is stated below.

Theorem 14 ([79]). Let 5 >0 be an inverse temperature and X\ >0 be a disorder strength.
Then there exists a constant C' >0 such that, for any L > 3,

ﬁ IR CACHEVACHE

E l sup
EAL

T1,T2 eS9AL

C
< ———.
] Vinln L
Remark 5.2. It is known that a result of this nature does not hold in dimension d > 3

as the random-field Ising model is known to exhibit a phase transition in the presence of
a weak disorder [57, 91, 88].

It is also an interesting problem to study the behaviour of the XY and Villain models in
the presence of a random external field. In that case we make the following modifications
to the formalism introduced above:

e We assume that f(o) = o € St c R?;

e We assume that 7 is a Gaussian disorder valued in R2, i.e., for any z € Z9,
N = (nk,n?) € R? where n! and n? are independent Gaussian random variables;

e We replace the Hamiltonian H,, by the Hamiltonian of the XY (or Villain) model
in (5.6), and we replace the term 7, f(o,) by the scalar product 7, - o,.

Under these assumptions, the qualitative behaviour of the system is different from the
one described above (as it was the case without disorder) and the critical dimension
under which the Imry-Ma phenomenon manifests itself is increased from d = 2 to d = 4.
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The following theorem provides a quantitative estimate on the effect of the boundary
condition on the spatially averaged magnetization.

Theorem 15 ([79]). Consider the XY (or Villain) model with a random field. Let >0
be an inverse temperature and X >0 be a disorder strength. Then there exists a constant
C >0 such that, for any L > 3:

o Ifde{l,2,3}, then

1 ;]
E[ sup m Z (O’U)A2L

TeSOAL veAp,

__d-d_
<CL 264,

o [fd=4, then

1 . C
— o <— .
Az vgx:L ( )AQL ] Vinln L

E [ sup
T7eS9AL

Some elements of proof :

The proof is based on a thermodynamic approach and requires the introduction of the
finite volume free energy of the system defined as follows: for each integer L > 2, each
boundary condition 7 € Sz inverse temperature 3 > 0, and magnetic field n: Ay - R,
we define the finite volume free energy as the renormalised logarithm of the partition
function

FE}, (1) := "3 |A | oo 2T

The proof is then based on the following standard observations:

e We may decompose the random field n = (7,n7) with 7, = |AL|_1 Yver, Mo
and nt == 5 -7, and observe that the observable |Az|™ Yvers, {fo (0))}, can be
characterised as the derivative of the free energy with respect to the quantity 7y,
ie., 5 )

5 FER 0 =~ ¥ (£ (),

EAL
e For each realization of 7y, the map 7, = - FE}  (,7n;) is convex, differentiable
and 1-Lipschitz. Moreover, for any pair of boundary conditions 7y, 7, € S?AL, one
has the upper bound

T1 T2 O
(5.7) [FEZ, (n) - FER, ()] < —.

e The random variable 7);, is a Gaussian random variable whose variance is equal to
IAz|™". In two dimensions, its fluctuations are of order L~!, which is comparable
to the right-hand side of (5.7).
By combining the three previous observations with a general property of 1-Lipschitz
convex functions, we were able to obtain the following inequality:

(5.8) IP’( sup |AL| Z ((fv (0)) —(f» (a))fL) <5)205,

71,7289 L veAp

where the constant ¢s > 0 depends only on 9.
The lower bound stated in (5.8) is weaker than the statement in Theorem 14, which is
obtained by iterating (5.8) over the scales.
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FIGURE 20. Left: a random interface without disorder. Right: a random interface with
a random disorder.

5.4.2. Random field random surfaces. In another direction, in collaboration with M. Harel
and R. Peled, we studied the behaviour of the V¢ interface model in the presence of
a random magnetic field. To define the model, we give ourselves an integer L € N, a
function n: Ay - R, and define the Gibbs measure on the space of interfaces p: Ay, - R
satisfying the boundary condition ¢ =0 on dAy,

px, (de) = ——exp| = > V(e(x)-¢(y))+e > n(w)p() | [T de(v),

m,yeALH ’UEAL ’UEAL
~y

where V' : R - R is a uniformly convex potential. This model has received some attention
in the literature, notably by Kiilske and E. Orlandi [139] and van Enter and Kiilske [170]
regarding the localisation/delocalisation of the interface and Cotar and Kiilske [70, 71]
regarding the existence and uniqueness of translation-covariant gradient Gibbs measure,
and more recently by Sagakawa [163] regarding the maximum of the interface.

In the article [80, 75|, we investigated the question of the localisation/delocalisation
of the random interface in the presence of a random disorder. By using concentration
inequalities combined with elliptic regularity estimates, we were able to obtain upper and
lower bounds, sharp up to a multiplicative constant, on the typical size of the interface
in any dimension, showing in particular the delocalisation of the interface in dimension
d < 4 and its localisation in dimension d > 5. This is another occurrence of the Imry-Ma
phenomenon as this behaviour is different from that of the model without random field
described in Theorem 7. We also obtained similar estimates on the typical size of the
discrete gradient of the interface in all dimensions.
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Theorem 16 ([80]). There exist two constants C,c> 0 such that

1<d<3:  cL™<E|(p(0)?) , |<CL™,
L A,

d=4: clnL<E <g0(0)2> , | <ClnL,
L Fap |

d25: cSIE—<<,0(0)2>/ﬂ <C.

L

For the discrete gradient of the field (recalling the notation from the beginning of the
manuscript), the situation also differs from the case without random field (where the
variance of the discrete gradient is bounded in every dimension d > 1), and the following
estimates have been proved in [80, 75].

Theorem 17 ([80, 75]). There exist two constants C,c >0 such that

> (Ive(@)l’)

d=1: cL<E|— "
_|AL| xeAL MAL_

<CI,

d=2: chL<E L > <|V<,0(m)|2) . |[<CnL,
_|AL| IGAL FLAL_

_a. 1 2
d=3: CSE_MLM?A:L('V@(I)' )MXL_ <C,
d>4: c<E <|V<p(0)|2>#,, ]SC’.

Remark 5.3. The spatially averaged estimates stated in dimensions d = 1,2, 3 are strictly
weaker than the pointwise estimate stated in dimension d > 4. It should be the case (but
has not been proven) that a pointwise version of these upper and lower bounds holds.

Finally, in the article [75], I combined the results of [80] with the De Giorgi-Nash-Moser
regularity in order to show that, in dimension d > 5, for almost any realisation of the
disorder 7, the sequence of measures /LZL converges in law, when L tends to infinity,
towards a limiting measure (called the thermodynamic limit). Regarding the law of
discrete gradient of the field, the same result holds in dimension d > 4.

To formally state the result, we introduce the notation:

e We denote by 7, the translation by y € Z¢ and by (7,), p the image measure of u
by 7.

e For Le N and n: A; - R, we will denote by pg’ A, the law of the discrete gradient
of the interface (V(e))eer(a,) Where ¢ is distributed according to py .

Theorem 18 ([75]). Assume d >5. Then, for almost every realisation of the disorder
7, the sequence of measures (NXL)Lzo converges weakly to an infinite volume translation-

covariant measure u", i.e., a measure satisfying, for any y € Z4,

prt = (), 1"
Assume d > 4. Then, for almost all realisations of the disorder n, the sequence of gradient
measures (u% AL> Ls0 converges weakly to an infinite volume translation-covariant gradient
measure j17, i.e., a measure satisfying, for any y e Z4,

Ty _

/”LV - (Ty)x—ﬂ’%'
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Remark 5.4. It is expected that the sequence of measures (u}, )10 does not converge in
dimensions d = 1,2,3,4 (this result should essentially be a consequence of Theorem 16).

On the other hand, the gradient Gibbs measures (p1¢, 5, )0 should converge in dimen-
sion d = 3 (and it is known that they do not converge in dimensions d = 1,2 [170]). This
question is closely related to the existence of a pointwise estimate on the discrete gradient
of the field in dimension 3 discussed in Remark 5.3.

Some elements of proof :

To highlight the main ideas of proof of Theorem 16, we describe the strategy for the
upper bounds in the case of the ground state of the disordered Hamiltonian (see below
for the formal definition). In addition, we set the strength of the disorder € to 1 and
assume that the law of the disorder is Gaussian with expectation 0 and variance 1. The
ground state is defined as the minimiser of the Hamiltonian

HY (v) =3V (v(z) -v(y)) - 3, n(z)v(z)
T~y zeAy,
among all the functions v : A] - R which are equal to 0 on the boundary dAr. We denote
the minimiser of H}ZL by v, : A7 = R; equivalently, it can be characterised as the unique
solution of the discrete non-linear elliptic equation

=2 V' (ry(@) —vey(y)) =n(y)  foryeAy,
(5.9) 2y
vrn(y) =0 for y e OAL.

We wish to estimate the variance (with respect to the random field 7) of the random
variable vy, ,(0) and prove that it satisfies the bounds stated in Theorem 16.
The proof of the upper bounds is based on the Gaussian Poincaré inequality stated

below
Var [vg,,(0)] < Z ]E[(g;&n) (0)) ]

IGAL

Consequently, to obtain the desired upper bounds, it is sufficient to prove the inequalities
for any x € Ay,

CL? d=1,
V1, L i =
(5.10) [(;7(;)( )) ] C(ln(1+|x|)) =2
< s
(1 + )2

To prove the upper bounds (5.10), we note that, by differentiating both sides of (5.9)

with respect to n(z), the derivative w?® := g;f;g
the form

w®=0  on Ay,

with a(e) = V" (Vug,(e)). The function w® is thus equal to the Green’s function
associated with the environment a and satisfying a Dirichlet boundary condition on
the boundary dAy. Under the assumption that the environment a is uniformly elliptic,

{—V -avw® =9, in Ajp,
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regularity estimates (e.g., the off-diagonal version of the Nash-Aronson inequality stated
in Proposition 4.2) provides upper bounds on Green’s function, the square of which is of
the same order of magnitude as the right-hand side of (5.10).

5.5. Disordered spin systems II: the XY model on a percolation cluster. In
the article [77], in collaboration with C. Garban, we studied the behaviour of the XY
model when the underlying graph is not Z? but the infinite cluster of a supercritical
Bernoulli percolation (defined in Section 3 above). More precisely, given a dimension
d > 2, we consider a supercritical probability p > p.(d) and a realisation of the infinite
bond percolation cluster C,. We can then define the two-point function of the XY model
on the infinite cluster as follows:

e For each integer L € N, we consider the intersection Ay NnC,, of the infinite cluster
with the box, and consider the two-point function {0¢-0.),, .. 3 (N.B. to define
this two-point function, we use the same definition as in (5.2) except that, inside
the exponential, we sum over the pairs of vertices of A;, NC., which are neighbours
in this graph).

e Using the same argument as the one mentioned above for the Ising model, the
Ginibre correlation inequality [113] implies that the sequence ({00 04)), ne.. 5)LeN
is increasing in L (this holds for any realization of the infinite cluster), and thus
converges as L tends to infinity to a value which we denote by (o - UI>CW g-

A natural line of inquiry is to study the asymptotic behaviour of the two-point function for
the XY model on the percolation cluster. In particular, it is interesting to know whether
incorporating a random disorder into the model (in the form of a random underlying
graph) changes its qualitative properties. The following theorem, which is the main result
of [77], answers this question negatively.

Theorem 19 ([77]). For the model XY in a random environment given by a Bernoulli
bond percolation of parameter p, we have the following results:

e In dimension d = 2, for each p > p.(2), there exists an inverse temperature

Berr(p) < oo, such that, for each B > Bprr(p), the function x — E,[{og - Uw>cw,5]
decays polynomially fast in |x|.

e In dimension d > 3, for each p > p.(d), there erxists an inverse temperature
Be(d,p) < oo such that, for each B > S.(d,p), the function x — E,[{op - O'x>cw’ﬁ]
remains bounded away from 0.

Some elements of proof :

We give here a sketch of the proof of the result in the case of a highly supercritical site
percolation cluster, i.e., we show the result for the model defined on a site percolation
cluster when the probability p is very close to 1 (a numerical application gives a probability
p ~0.9998 for the argument below in dimension d = 2).

The main idea is to transfer the a priori difficult analysis of the XY model on a lattice
with quenched disorder to an annealed version of the XY model using an inequality called
the Wells inequality [172]. This inequality was recently highlighted in the work of Madrid,
Simon and Wells [144], but does not seem to have received much attention before that
(except in [9, 58, 101]).
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We do not state exactly Wells’ inequality (for which we refer to [172, 58]) but we
write below one of its almost immediate consequence: given an integer L € N and an
inverse temperature 3, there exists an explicit probability distribution v on the set of
site percolation configurations r € {0, 1}A2 such that, for any pair of vertices x € Ay,

<E, [(O’O  Og)

KAy .B/2 —

(5.11) (00-02) i o]

where, given a site percolation configuration r € {0, 1}z, (-) is the expectation with

MAL,B,7‘
respect to the measure

g (do) = exp|B8 Y rryon-o, | TT ..
ZALﬁJ‘ z,yeAy, zeAy,
T~y

The exact formula for the probability measure v is obtained by multiplying the i.i.d.
Bernoulli percolation measure of parameter p = 1/2 by the partition function Z,, s,
Despite the apparent complexity of this definition, two observations can be deduced from
this inequality:

e If the inverse temperature (3 is chosen sufficiently large, then the left-hand side
of (5.11) decreases polynomially fast in |z| (resp. remains far from 0 for d > 3).

e Using a standard criterion for stochastic domination by product measures, we
can prove that the measure v is stochastically dominated by an i.i.d. Bernoulli
percolation measure with probability pg := po(5) < 1 (but close to 1). Combining
this observation with Ginibre’s correlation inequality (which implies that the two-
point function is an increasing function of the underlying percolation configuration),
we obtain

E, [(00- 0ehuy 5, | < B [(00- 0y, |-

The combination of these two results implies the existence of a phase transition for the
XY model on a highly supercritical percolation cluster.

5.6. Ongoing projects and perspectives. Regarding the disordered spin systems, an
interesting open question is to improve the rate of convergence for general spin systems
obtained in Theorem 14 and it is conjectured that the exponential decay should hold for
a general class of spin systems (including, for instance, the g-states Potts model with an
external field). It would also be an interesting question to study quantitatively other
models of statistical physics in the presence of a random disorder such as the random
interfaces studied by Bovier and Kiilske [54, 55].

Regarding the random field random surface model, a first interesting question would be
to obtain pointwise estimates on the typical size of the discrete gradient of the interface
in dimensions d = 1,2,3 and to prove the convergence of the finite volume gradient Gibbs
measures in dimension d = 3. It would additionally be interesting to investigate the same
questions as the ones presented in Section 4 for the V¢ interface model and in particular
to identify the hydrodynamic and scaling limits of this model.

Finally, various directions can be explored regarding the existence of phase transitions
for spin systems on a supercritical percolation cluster, for instance the extension of
Theorem 19 to the Villain model, or the existence of a roughening phase transition for
the dual model: the integer-valued Gaussian free field in a random environment.



1]

49

REFERENCES

S. Adams, S. Buchholz, R. Kotecky, and S. Miiller. Cauchy-born rule from microscopic models
with non-convex potentials. arXiv preprint arXiv:1910.13564, 2019.

S. Adams, R. Kotecky, and S. Miiller. Strict convexity of the surface tension for non-convex
potentials. arXiv preprint arXiv:1606.09541, 2016.

M. Aizenman, F. Delyon, and B. Souillard. Lower bounds on the cluster size distribution. J. Statist.
Phys., 23(3):267-280, 1980.

M. Aizenman, M. Harel, and R. Peled. Exponential decay of correlations in the 2D random field
Ising model. J. Stat. Phys., 180(1-6):304-331, 2020.

M. Aizenman, M. Harel, R. Peled, and J. Shapiro. Depinning in integer-restricted Gaussian Fields
and BKT phases of two-component spin models. arXiv preprint arXiv:2110.09498, 2021.

M. Aizenman, H. Kesten, and C. M. Newman. Uniqueness of the infinite cluster and continuity of
connectivity functions for short and long range percolation. Comm. Math. Phys., 111(4):505-531,
1987.

M. Aizenman, H. Kesten, and C. M. Newman. Uniqueness of the infinite cluster and related results
in percolation. In Percolation theory and ergodic theory of infinite particle systems (Minneapolis,
Minn., 1984—-1985), volume 8 of IMA Vol. Math. Appl., pages 13-20. Springer, New York, 1987.
M. Aizenman and R. Peled. A power-law upper bound on the correlations in the 2D random field
Ising model. Comm. Math. Phys., 372(3):865-892, 2019.

M. Aizenman and B. Simon. A comparison of plane rotor and Ising models. Physics Letters A,
76(3-4):281-282, 1980.

M. Aizenman and J. Wehr. Rounding of first-order phase transitions in systems with quenched
disorder. Physical Review Letters, 62(21):2503, 1989.

M. Aizenman and J. Wehr. Rounding effects of quenched randomness on first-order phase transitions.
Comm. Math. Phys., 130(3):489-528, 1990.

K. Alexander, J. T. Chayes, and L. Chayes. The Wulff construction and asymptotics of the finite
cluster distribution for two-dimensional Bernoulli percolation. Comm. Math. Phys., 131(1):1-50,
1990.

G. Allaire. Homogenization and two-scale convergence. SIAM Journal on Mathematical Analysis,
23(6):1482-1518, 1992.

S. Andres, M. T. Barlow, J.-D. Deuschel, and B. M. Hambly. Invariance principle for the random
conductance model. Probab. Theory Related Fields, 156(3-4):535-580, 2013.

S. Andres, A. Chiarini, J.-D. Deuschel, and M. Slowik. Quenched invariance principle for random
walks with time-dependent ergodic degenerate weights. The Annals of Probability, 46(1):302 — 336,
2018.

S. Andres, J.-D. Deuschel, and M. Slowik. Invariance principle for the random conductance model
in a degenerate ergodic environment. The Annals of Probability, 43(4):1866-1891, 2015.

S. Andres and P. A. Taylor. Local limit theorems for the random conductance model and applications
to the Ginzburg-Landau V¢ interface model. J. Stat. Phys., 182(2):Paper No. 35, 35, 2021.

P. Antal and A. Pisztora. On the chemical distance for supercritical Bernoulli percolation. Ann.
Probab., 24(2):1036-1048, 1996.

S. Armstrong, A. Bordas, and J.-C. Mourrat. Quantitative stochastic homogenization and regularity
theory of parabolic equations. Anal. PDFE, 11(8):1945-2014, 2018.

S. Armstrong and P. Dario. Elliptic regularity and quantitative homogenization on percolation
clusters. Comm. Pure Appl. Math., 71(9):1717-1849, 2018.

S. Armstrong and P. Dario. Quantitative hydrodynamic limits of the Langevin dynamics for
gradient interface models. Electronic Journal of Probability, 29(none):1 — 93, 2024.

S. Armstrong, S. J. Ferguson, and T. Kuusi. Higher-order linearization and regularity in nonlinear
homogenization. Archive for Rational Mechanics and Analysis, 237(2):631-741, 2020.

S. Armstrong, S. J. Ferguson, and T. Kuusi. Homogenization, linearization, and large-scale regularity
for nonlinear elliptic equations. Commaunications on Pure and Applied Mathematics, 74(2):286-365,
2021.

S. Armstrong and T. Kuusi. Elliptic homogenization from qualitative to quantitative. arXiv preprint
arXiw:2210.06488, 2022.



50
25]
26]
27]
28]
20]
30]
31)
32)
33)
34]
35]
36]
37)
38]
30]
[40]
1]
42)
43)
44]
45)

[46]

[49]
[50]
[51]

[52]

S. Armstrong and T. Kuusi. Renormalization group and elliptic homogenization in high contrast.
arXiv preprint arXiw:2405.10732, 2024.

S. Armstrong, T. Kuusi, and J.-C. Mourrat. Mesoscopic higher regularity and subadditivity in
elliptic homogenization. Comm. Math. Phys., 347(2):315-361, 2016.

S. Armstrong, T. Kuusi, and J.-C. Mourrat. The additive structure of elliptic homogenization.
Invent. Math., 208(3):999-1154, 2017.

S. Armstrong, T. Kuusi, and J.-C. Mourrat. Quantitative stochastic homogenization and large-scale
reqularity, volume 352 of Grundlehren der Mathematischen Wissenschaften. Springer, Cham, 2019.
S. Armstrong and J.-C. Mourrat. Lipschitz regularity for elliptic equations with random coefficients.
Arch. Ration. Mech. Anal., 219(1):255-348, 2016.

S. Armstrong and W. Wu. C? regularity of the surface tension for the V¢ interface model.
Communications on Pure and Applied Mathematics, 75(2):349-421, 2022.

S. Armstrong and W. Wu. The scaling limit of the continuous solid-on-solid model. arXiv preprint
arXiv:2310.13650, 2023.

S. N. Armstrong and C. K. Smart. Quantitative stochastic homogenization of convex integral
functionals. Ann. Sci. Ec. Norm. Supér. (4), 49(2):423-481, 2016.

M. Avellaneda and F.-H. Lin. Compactness methods in the theory of homogenization. Comm. Pure
Appl. Math., 40(6):803-847, 1987.

M. Avellaneda and F.-H. Lin. L? bounds on singular integrals in homogenization. Comm. Pure
Appl. Math., 44(8-9):897-910, 1991.

M. T. Barlow. Random walks on supercritical percolation clusters. Ann. Probab., 32(4):3024-3084,
2004.

M. T. Barlow and J.-D. Deuschel. Invariance principle for the random conductance model with
unbounded conductances. Ann. Probab., 38(1):234-276, 2010.

M. T. Barlow and B. M. Hambly. Parabolic Harnack inequality and local limit theorem for
percolation clusters. Electron. J. Probab., 14:no. 1, 1-27, 2009.

R. Bauerschmidt. Ferromagnetic  spin  systems. lecture  motes  available  at
http://www.statslab.cam.ac.uk/ rb812/doc/ spin.pdf.

R. Bauerschmidt, J. Park, and P.-F. Rodriguez. The Discrete Gaussian model, I. Renormalisation
group flow at high temperature. The Annals of Probability, 52(4):1253 — 1359, 2024.

R. Bauerschmidt, J. Park, and P.-F. Rodriguez. The discrete Gaussian model, II. Infinite-volume
scaling limit at high temperature. The Annals of Probability, 52(4):1360 — 1398, 2024.

P. Bella and M. Schéffner. Quenched invariance principle for random walks among random
degenerate conductances. The Annals of Probability, 48(1):296 — 316, 2020.

P. Bella and M. Schéffner. Non-uniformly parabolic equations and applications to the random
conductance model. Probability Theory and Related Fields, 182(1):353-397, 2022.

I. Benjamini, H. Duminil-Copin, G. Kozma, and A. Yadin. Disorder, entropy and harmonic
functions. Ann. Probab., 43(5):2332-2373, 2015.

A. Bensoussan, J.-L. Lions, and G. Papanicolaou. Asymptotic analysis for periodic structures,
volume 374. American Mathematical Soc., 2011.

N. Berger and M. Biskup. Quenched invariance principle for simple random walk on percolation
clusters. Probab. Theory Related Fields, 137(1-2):83-120, 2007.

A. Bernou, M. Duerinckx, and A. Gloria. Homogenization of active suspensions and reduction of
effective viscosity. arXiv preprint arXiv:2301.00166, 2023.

M. Biskup. Recent progress on the random conductance model. Probab. Surv., 8:294-373, 2011.
M. Biskup and R. Kotecky. Phase coexistence of gradient Gibbs states. Probab. Theory Related
Fields, 139(1-2):1-39, 2007.

M. Biskup and T. M. Prescott. Functional CLT for random walk among bounded random conduc-
tances. FElectron. J. Probab., 12:no. 49, 1323-1348, 2007.

M. Biskup and H. Spohn. Scaling limit for a class of gradient fields with nonconvex potentials.
Ann. Probab., 39(1):224-251, 2011.

T. Bodineau. The Wulff construction in three and more dimensions. Comm. Math. Phys., 207(1):197—
229, 1999.

B. Bollobas and O. Riordan. Percolation. Cambridge University Press, New York, 2006.



53]
54]
55]
56]
57)
58]
50]
60]
61]
62)
63]
64]
65)

[66]

[67]

[68]

51

A. Bou-Rabee, W. Cooperman, and P. Dario. Rigidity of harmonic functions on the supercritical
percolation cluster. arXiv preprint arXiw:2303.04756, 2023.

A. Bovier and C. Kiilske. A rigorous renormalization group method for interfaces in random media.
Rev. Math. Phys., 6(3):413-496, 1994.

A. Bovier and C. Kiilske. There are no nice interfaces in (2+1)-dimensional SOS models in random
media. J. Stat. Phys., 83(3-4):751-759, 1996.

H. J. Brascamp, E. H. Lieb, and J. L. Lebowitz. The statistical mechanics of anharmonic lattices.
Bull. Inst. Internat. Statist., 46(1):393-404 (1976), 1975.

J. Bricmont and A. Kupiainen. Phase transition in the 3d random field Ising model. Comm. Math.
Phys., 116(4):539-572, 1988.

J. Bricmont, J. L. Lebowitz, and C.-E. Pfister. Periodic Gibbs states of ferromagnetic spin systems.
Journal of Statistical Physics, 24(1):269-277, 1981.

S. R. Broadbent and J. M. Hammersley. Percolation processes. I. Crystals and mazes. Proc.
Cambridge Philos. Soc., 53:629-641, 1957.

D. Brydges and H.-T. Yau. Grad ¢ perturbations of massless Gaussian fields. Comm. Math. Phys.,
129(2):351-392, 1990.

R. M. Burton and M. Keane. Density and uniqueness in percolation. Comm. Math. Phys., 121(3):501-
505, 1989.

P. Cardaliaguet, N. Dirr, and P. E. Souganidis. Scaling limits and stochastic homogenization for
some nonlinear parabolic equations. J. Differential Equations, 307:389-443, 2022.

R. Cerf. Large deviations for three dimensional supercritical percolation. Astérisque, (267):vi4177,
2000.

S. Chatterjee. On the decay of correlations in the random field Ising model. Comm. Math. Phys.,
362(1):253-267, 2018.

J. T. Chayes, L. Chayes, G. R. Grimmett, H. Kesten, and R. H. Schonmann. The correlation
length for the high-density phase of Bernoulli percolation. Ann. Probab., 17(4):1277-1302, 1989.
A. Chiarini and J.-D. Deuschel. Invariance principle for symmetric diffusions in a degenerate
and unbounded stationary and ergodic random medium. In Annales de [’Institut Henri Poincaré,
Probabilités et Statistiques, volume 52, pages 1535—1563. Institut Henri Poincaré, 2016.

N. Clozeau and A. Gloria. Quantitative nonlinear homogenization: control of oscillations. Archive
for Rational Mechanics and Analysis, 247(4):67, 2023.

C. Cotar and J.-D. Deuschel. Decay of covariances, uniqueness of ergodic component and scaling
limit for a class of V¢ systems with non-convex potential. Ann. Inst. Henri Poincaré Probab. Stat.,
48(3):819-853, 2012.

C. Cotar, J.-D. Deuschel, and S. Miiller. Strict convexity of the free energy for a class of non-convex
gradient models. Comm. Math. Phys., 286(1):359-376, 2009.

C. Cotar and C. Kiilske. Existence of random gradient states. Ann. Appl. Probab., 22(4):1650-1692,
2012.

C. Cotar and C. Kiilske. Uniqueness of gradient Gibbs measures with disorder. Probab. Theory
and Related Fields, 162(3-4):587-635, 2015.

G. Dal Maso and L. Modica. Nonlinear stochastic homogenization. Ann. Mat. Pura Appl. (4),
144:347-389, 1986.

G. Dal Maso and L. Modica. Nonlinear stochastic homogenization and ergodic theory. J. Reine
Angew. Math., 368:28—-42, 1986.

P. Dario. Optimal corrector estimates on percolation cluster. The Annals of Applied Probability,
31(1):377 — 431, 2021.

P. Dario. Convergence to the thermodynamic limit for random-field random surfaces. The Annals
of Applied Probability, 33(2):1373 — 1395, 2023.

P. Dario. Upper bounds on the fluctuations for a class of degenerate convex V¢-interface models.
ALFEA, Lat. Am. J. Probab. Math. Stat., 21:385-430, 2024.

P. Dario and C. Garban. Phase transitions for the XY model in non-uniformly elliptic and
Poisson-Voronoi environments. arXiv preprint arXiw:2311.16546, 2023.

P. Dario and C. Gu. Quantitative homogenization of the parabolic and elliptic Green’s functions
on percolation clusters. The Annals of Probability, 49(2):556-636, 2021.



52
[79]

[80]

[100]

P. Dario, M. Harel, and R. Peled. Random-field random surfaces. Probability Theory and Related
Fields, 186(1):91-158, 2023.

P. Dario, M. Harel, and R. Peled. Quantitative disorder effects in low-dimensional spin systems.
Commaunications in Mathematical Physics, 405(9):212, 2024.

P. Dario and W. Wu. Massless phases for the Villain model in d > 3. Astérisque, (447), 2024.

A. De Masi, P. Ferrari, S. Goldstein, and W. D. Wick. An invariance principle for reversible markov
processes. applications to random motions in random environments. Journal of Statistical Physics,
55(3-4):787-855, 1989.

T. Delmotte and J.-D. Deuschel. On estimating the derivatives of symmetric diffusions in stationary
random environment, with applications to V¢ interface model. Probab. Theory Related Fields,
133(3):358-390, 2005.

J.-D. Deuschel, G. Giacomin, and D. Ioffe. Large deviations and concentration properties for V¢
interface models. Probab. Theory Related Fields, 117(1):49-111, 2000.

J.-D. Deuschel, T. Nguyen, and M. Slowik. Quenched invariance principles for the random conduc-
tance model on a random graph with degenerate ergodic weights. Probability Theory and Related
Fields, 170(1-2):363-386, 2018.

J.-D. Deuschel, T. Nishikawa, and Y. Vignaud. Hydrodynamic limit for the Ginzburg-Landau V¢
interface model with non-convex potential. Stochastic Process. Appl., 129(3):924-953, 2019.

J.-D. Deuschel and P.-F. Rodriguez. A Ray—Knight theorem for V¢ interface models and scaling
limits. Probability Theory and Related Fields, pages 1-53, 2024.

J. Ding, Y. Liu, and A. Xia. Long range order for three-dimensional random field Ising model
throughout the entire low temperature regime. Inventiones mathematicae, pages 1-35, 2024.

J. Ding and J. Xia. Exponential decay of correlations in the two-dimensional random field Ising
model at zero temperature. arXiv preprint arXiw:1902.03302, 2019.

J. Ding and J. Xia. Exponential decay of correlations in the two-dimensional random field Ising
model. Inventiones mathematicae, 224(3):999-1045, 2021.

J. Ding and Z. Zhuang. Long range order for random field Ising and Potts models. Communications
on Pure and Applied Mathematics, 77(1):37-51, 2024.

P. Dobruschin. The description of a random field by means of conditional probabilities and
conditions of its regularity. Theory of Probability & Its Applications, 13(2):197-224, 1968.

R. Dobrushin, R. Kotecky, and S. Shlosman. Wulff construction: a global shape from local
interaction, volume 104. American Mathematical Society Providence, 1992.

M. Duerinckx. Effective viscosity of random suspensions without uniform separation. Annales de
UInstitut Henri Poincaré C, 39(5):1009-1052, 2022.

M. Duerinckx and A. Gloria. Corrector equations in fluid mechanics: Effective viscosity of colloidal
suspensions. Archive for Rational Mechanics and Analysis, 239:1025-1060, 2021.

M. Duerinckx and A. Gloria. Quantitative homogenization theory for random suspensions in steady
stokes flow. Journal de ’Ecole polytechnique—Mathématiques, 9:1183-1244, 2022.

M. Duerinckx and A. Gloria. Continuum percolation in stochastic homogenization and the effective
viscosity problem. Archive for Rational Mechanics and Analysis, 247(2):26, 2023.

M. Duerinckx, A. Gloria, and F. Otto. Robustness of the pathwise structure of fluctuations in
stochastic homogenization. Probability Theory and Related Fields, 178:531-566, 2020.

M. Duerinckx, A. Gloria, and F. Otto. The structure of fluctuations in stochastic homogenization.
Communications in Mathematical Physics, 377(1):259-306, 2020.

M. Duerinckx and F. Otto. Higher-order pathwise theory of fluctuations in stochastic homogeniza-
tion. Stochastics and Partial Differential Equations: Analysis and Computations, 8(3):625-692,
2020.

F. Dunlop. Correlation inequalities and the Kosterlitz-Thouless transition for anisotropic rotators.
Journal of Statistical Physics, 41:733-743, 1985.

F. J. Dyson. General theory of spin-wave interactions. Phys. Rev. (2), 102:1217-1230, 1956.

J. Fischer and S. Neukamm. Optimal homogenization rates in stochastic homogenization of
nonlinear uniformly elliptic equations and systems. Archive for Rational Mechanics and Analysis,
242(1):343-452, 2021.

J. Fischer and F. Otto. A higher-order large-scale regularity theory for random elliptic operators.
Comm. Partial Differential Equations, 41(7):1108-1148, 2016.



[105]
[106]
[107]
[108]
[109]
[110]
[111]
[112]
[113]
[114]

[115]

[116]

[117]
[118]
[119]
[120]
[121]
[122]
[123]
[124]
[125]
[126]
[127]
[128]

[129]

53

J. Frohlich, B. Simon, and T. Spencer. Infrared bounds, phase transitions and continuous symmetry
breaking. Communications in Mathematical Physics, 50:79-95, 1976.

J. Frohlich and T. Spencer. The Kosterlitz-Thouless transition in two-dimensional abelian spin
systems and the Coulomb gas. Communications in Mathematical Physics, 81(4):527-602, 1981.
J. Frohlich and T. Spencer. Massless phases and symmetry restoration in abelian gauge theories
and spin systems. Comm. Math. Phys., 83(3):411-454, 1982.

T. Funaki. Stochastic interface models. In Lectures on Probability Theory and Statistics, volume
1869 of Lecture Notes in Math., pages 103—274. Springer, Berlin, 2005.

T. Funaki, C. Gu, and H. Wang. Quantitative homogenization and hydrodynamic limit of non-
gradient exclusion process. arXiv preprint arXiv:2404.12234, 2024.

T. Funaki and H. Spohn. Motion by mean curvature from the Ginzburg-Landau V¢ interface
model. Comm. Math. Phys., 185(1):1-36, 1997.

C. Garban and T. Spencer. Continuous symmetry breaking along the Nishimori line. Journal of
Mathematical Physics, 63(9), 2022.

G. Giacomin, S. Olla, and H. Spohn. Equilibrium fluctuations for V¢ interface model. Ann. Probab.,
29(3):1138-1172, 2001.

J. Ginibre. General formulation of Griffiths’ inequalities. Communications in Mathematical Physics,
16:310-328, 1970.

A. Giunti, C. Gu, and J.-C. Mourrat. Quantitative homogenization of interacting particle systems.
The Annals of Probability, 50(5):1885-1946, 2022.

A. Giunti, C. Gu, J.-C. Mourrat, and M. Nitzschner. Smoothness of the diffusion coefficients for par-
ticle systems in continuous space. Communications in Contemporary Mathematics, 25(03):2250027,
2023.

A. Gloria, S. Neukamm, and F. Otto. An optimal quantitative two-scale expansion in stochastic
homogenization of discrete elliptic equations. ESAIM Math. Model. Numer. Anal., 48(2):325-346,
2014.

A. Gloria, S. Neukamm, and F. Otto. Quantification of ergodicity in stochastic homogenization:
optimal bounds via spectral gap on Glauber dynamics. Invent. Math., 199(2):455-515, 2015.

A. Gloria, S. Neukamm, and F. Otto. A regularity theory for random elliptic operators. Milan
journal of mathematics, 88:99-170, 2020.

A. Gloria and F. Otto. An optimal variance estimate in stochastic homogenization of discrete
elliptic equations. Ann. Probab., 39(3):779-856, 2011.

A. Gloria and F. Otto. An optimal error estimate in stochastic homogenization of discrete elliptic
equations. Ann. Appl. Probab., 22(1):1-28, 2012.

A. Gloria and F. Otto. The corrector in stochastic homogenization: optimal rates, stochastic
integrability, and fluctuations. arXiv preprint arXiv:1510.08290, 2015.

A. Gloria and F. Otto. Quantitative results on the corrector equation in stochastic homogenization.
Journal of the European Mathematical Society, 19(11):3489-3548, 2017.

R. B. Griffiths. Correlations in Ising ferromagnets. 1. Journal of Mathematical Physics, 8(3):478-483,
1967.

G. Grimmett. Percolation, volume 321 of Grundlehren der Mathematischen Wissenschaften.
Springer-Verlag, Berlin, second edition, 1999.

G. R. Grimmett and J. M. Marstrand. The supercritical phase of percolation is well behaved.
Proceedings: Mathematical and Physical Sciences, 430(1879):439-457, 1990.

C. Gu, J.-C. Mourrat, and M. Nitzschner. Quantitative equilibrium fluctuations for interacting
particle systems. arXiv preprint arXiv:2401.10080, 2024.

Y. Gu and J.-C. Mourrat. Scaling limit of fluctuations in stochastic homogenization. Multiscale
Model. Simul., 14(1):452-481, 2016.

J. M. Hammersley. Percolation processes: Lower bounds for the critical probability. Ann. Math.
Statist., 28:790-795, 1957.

J. M. Hammersley. Bornes supérieures de la probabilité critique dans un processus de filtration. In
Le calcul des probabilités et ses applications. Paris, 15-20 juillet 1958, Colloques Internationaux
du Centre National de la Recherche Scientifique, LXXXVII, pages 17-37. Centre National de la
Recherche Scientifique, Paris, 1959.



54
[130]
[131]
[132]
[133]
[134]
[135]
[136]

[137]

[145]
[146]
[147]
[148]
[149]
[150]

[151]

[152]
[153]
[154]
[155]

[156]

B. Helffer and J. Sjostrand. On the correlation for Kac-like models in the convex case. J. Statist.
Phys., 74(1-2):349-409, 1994.

Y. Imry and S.-K. Ma. Random-field instability of the ordered state of continuous symmetry.
Physical Review Letters, 35(21):1399, 1975.

D. Ioffe. Large deviations for the 2D Ising model: a lower bound without cluster expansions. J.
Statist. Phys., 74(1-2):411-432, 1994.

D. Ioffe. Exact large deviation bounds up to T, for the Ising model in two dimensions. Probab.
Theory Related Fields, 102(3):313-330, 1995.

D. Ioffe and R. Schonmann. Dobrushin-Kotecky-Shlosman theorem up to the critical temperature.
Comm. Math. Phys., 199(1):117-167, 1998.

T. Kennedy and C. King. Spontaneous symmetry breakdown in the abelian Higgs model. Commu-
nications in Mathematical Physics, 104(2):327-347, 1986.

H. Kesten. Percolation theory for mathematicians, volume 2 of Progress in Probability and Statistics.
Birkh&user, Boston, Mass., 1982.

H. Kesten and Y. Zhang. The probability of a large finite cluster in supercritical Bernoulli
percolation. Ann. Probab., 18(2):537-555, 1990.

S. M. Kozlov. The averaging of random operators. Mat. Sb. (N.S.), 109(151)(2):188-202, 327, 1979.
C. Kiilske and E. Orlandi. A simple fluctuation lower bound for a disordered massless random
continuous spin model in D = 2. Electron. Comm. Probab., 11:200-205, 2006.

P. Lammers. A dichotomy theory for height functions. arXiv preprint arXiv:2211.14365, 2022.

P. Lammers. Height function delocalisation on cubic planar graphs. Probability Theory and Related
Fields, 182(1-2):531-550, 2022.

P. Lammers. Bijecting the BKT transition. arXiv preprint arXiv:2301.06905, 2023.

P. Lammers and S. Ott. Delocalisation and absolute-value-FKG in the solid-on-solid model.
Probability Theory and Related Fields, pages 1-25, 2023.

J. Madrid, B. Simon, and D. R. Wells. Comparison of Ising Models Under Change of Apriori
Measure. The physics and mathematics of Elliott Lieb, the 90th anniversary, Vol. II., eds Frank,
R. L., Laptev, A., Lewin, M. and Seiringer, R. EMS Press, Berlin, pages 47-71, 2022.

A. Magazinov and R. Peled. Concentration inequalities for log-concave distributions with applica-
tions to random surface fluctuations. The Annals of Probability, 50(2):735 — 770, 2022.

P. Mathieu. Quenched invariance principles for random walks with random conductances. J. Stat.
Phys., 130(5):1025-1046, 2008.

P. Mathieu and A. Piatnitski. Quenched invariance principles for random walks on percolation
clusters. Proc. R. Soc. Lond. Ser. A Math. Phys. Eng. Sci., 463(2085):2287-2307, 2007.

P. Mathieu and E. Remy. Isoperimetry and heat kernel decay on percolation clusters. Ann. Probab.,
32(1A):100-128, 2004.

O. A. McBryan and T. Spencer. On the decay of correlations in so(n)-symmetric ferromagnets.
Communications in Mathematical Physics, 53:299-302, 1977.

N. D. Mermin and H. Wagner. Absence of ferromagnetism or antiferromagnetism in one-or two-
dimensional isotropic Heisenberg models. Physical Review Letters, 17(22):1133, 1966.

A. Messager, S. Miracle-Sole, and C.-E. Pfister. Correlation inequalities and uniqueness of the
equilibrium state for the plane rotator ferromagnetic model. Communications in Mathematical
Physics, 58(1):19-29, 1978.

J. Miller. Fluctuations for the Ginzburg-Landau V¢ interface model on a bounded domain. Comm.
Math. Phys., 308(3):591-639, 2011.

J.-C. Mourrat and J. Nolen. Scaling limit of the corrector in stochastic homogenization. Ann. Appl.
Probab., 27(2):944-959, 2017.

J.-C. Mourrat and F. Otto. Anchored nash inequalities and heat kernel bounds for static and
dynamic degenerate environments. Journal of Functional Analysis, 270(1):201-228, 2016.

J.-C. Mourrat and F. Otto. Correlation structure of the corrector in stochastic homogenization.
Ann. Probab., 44(5):3207-3233, 2016.

A. Naddaf and T. Spencer. On homogenization and scaling limit of some gradient perturbations of
a massless free field. Comm. Math. Phys., 183(1):55-84, 1997.



[157]

[158]

[159]
[160]
[161]

[162]

163

55

H. Osada. Homogenization of diffusion processes with random stationary coefficients. In Probability
theory and mathematical statistics (Tbilisi, 1982), volume 1021 of Lecture Notes in Math., pages
507-517. Springer, Berlin, 1983.

G. C. Papanicolaou and S. R. S. Varadhan. Boundary value problems with rapidly oscillating
random coefficients. In Random fields, Vol. I, II (Esztergom, 1979), volume 27 of Collog. Math.
Soc. Jdnos Bolyai, pages 835-873. North-Holland, Amsterdam, 1981.

R. Peierls. On Ising’s model of ferromagnetism. In Mathematical Proceedings of the Cambridge
Philosophical Society, volume 32, pages 477-481. Cambridge University Press, 1936.

M. Penrose and A. Pisztora. Large deviations for discrete and continuous percolation. Adv. in Appl.
Probab., 28(1):29-52, 1996.

C.-E. Pfister and Y. Velenik. Large deviations and continuum limit in the 2D Ising model. Probab.
Theory Related Fields, 109(4):435-506, 1997.

E. B. Procaccia, R. Rosenthal, and A. Sapozhnikov. Quenched invariance principle for simple
random walk on clusters in correlated percolation models. Probability Theory and Related Fields,
166(3):619-657, 2016.

H. Sakagawa. Maximum of the Gaussian Interface Model in Random External Fields. Journal of
Statistical Physics, 191(8):94, 2024.

R. H. Schonmann and S. B. Shlosman. Complete analyticity for 2D Ising completed. Comm. Maith.
Phys., 170(2):453-482, 1995.

M. Sellke. Localization of random surfaces with monotone potentials and an fkg-gaussian correlation
inequality. arXiv preprint arXiv:2402.18737, 2024.

S. Sheffield. Random surfaces. Astérisque, (304):vi+175, 2005.

V. Sidoravicius and A.-S. Sznitman. Quenched invariance principles for walks on clusters of
percolation or among random conductances. Probab. Theory Related Fields, 129(2):219-244, 2004.
D. van Engelenburg and M. Lis. An elementary proof of phase transition in the planar XY model.
Communications in Mathematical Physics, 399(1):85-104, 2023.

D. van Engelenburg and M. Lis. On the duality between height functions and continuous spin
models. arXiv preprint arXiw:2303.08596, 2023.

A. C. van Enter and C. Kiilske. Nonexistence of random gradient Gibbs measures in continuous
interface models in d = 2. Ann. Appl. Probab., 18(1):109-119, 2008.

Y. Velenik. Localization and delocalization of random interfaces. Probab. Surv., 3:112-169, 2006.
D. Wells. Some Moment Inequalities and a Result on Multivariable Unimodality. PhD thesis,
Indiana University, (1977).

W. Werner. Percolation et modéle d’Ising, volume 16 of Cours Spécialisés [Specialized Courses].
Société Mathématique de France, Paris, 2009.

W. Wu. Local central limit theorem for gradient field models. arXiv preprint arXiv:2202.13578,
2022.

G. Wulff. Zur Frage der Geschwindigkeit des Wachstums und der Auflosung der Kristallflachen. Z.
Kristallogr, 34:449-530, 1901.

V. V. Yurinskii. On a Dirichlet problem with random coefficients. In Stochastic differential systems
(Proc. IFIP-WG 7/1 Working Conf., Vilnius, 1978), volume 25 of Lecture Notes in Control and
Information Sci., pages 344-353. Springer, Berlin-New York, 1980.



	1. Introduction
	1.1. List of the articles presented in this thesis
	1.2. Outline of the thesis

	2. An overview of stochastic homogenization
	2.1. First-order corrector and two-scale expansion
	2.2. Historical background

	3. Quantitative homogenization on the percolation cluster
	3.1. The super-critical phase of Bernoulli percolation
	3.2. The heat kernel and Green's function on the infinite cluster
	3.3. Some differences between the harmonic functions on the infinite cluster and on Zd

	4. The  interface model
	4.1. The model
	4.2. The hydrodynamic limit as a nonlinear homogenization problem
	4.3. A localisation/delocalisation estimate in for a class of degenerate potentials
	4.4. Ongoing projects and perspective

	5. Spin systems
	5.1. General definitions
	5.2. Three examples of spin systems: the Ising, XY and Villain models.
	5.3. Massless phases for the Villain model
	5.4. Disordered spin systems I: the Imry-Ma phenomenon
	5.5. Disordered spin systems II: the XY model on a percolation cluster
	5.6. Ongoing projects and perspectives

	References

