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Abstract. We investigate the asymptotic behaviour of fast rotating incompressible fluids
with vanishing viscosity, in a three dimensional domain with topography including the case
of land area. Assuming the initial data is well-prepared, we prove a convergence theorem
of the velocity fields to a two-dimensional vector field solving a linear, damped ordinary
differential equation. The proof is based on a weak-strong uniqueness argument, combined
with an abstract result implying that the weak convergence of a family of weak solutions to the
Navier-Stokes-Coriolis system can be translated into a form of uniform-in-time convergence.
This argument yields strong convergence of the velocity fields, without a precise rate though.

1. Introduction and statement of the main result

The purpose of this text is the study of the asymptotic behavior of a fast rotating incom-
pressible fluid moving in a three dimensional domain having a non-flat bottom. This can be
seen as a rough model to describe ocean dynamics in presence of topography: our problem
formulation, which we are now going to present, is devised according to this point of view.

1.1. Setting of the problem. We first define the domain in which the fluid evolves. We
consider a smooth bounded and real valued function φ on R2 and we define the ocean area as

(1.1) Ωφ
def
=
{
(xh, z) ∈ R2 × R / φ(xh) > 0 and z ∈]− φ(xh), 0[

}
.

We assume Ωφ to be connected. We also introduce the surface of the ocean as the set

Oφ
def
=
{
xh ∈ R2 / φ(xh) > 0

}
,

together with the land and shore areas

Lφ
def
= R2 \ Oφ and Sφ

def
= φ−1

(
{0}
)
.

Anticipating what will be formalized in Subsection 1.3, the land area should be thought of as
an island, as depicted in Figure 1 below.

The ocean

The land

φ = 0

The ocean

The land

φ = 0

Figure 1. In brown, the land: top view (on the left) and side section (on the right).
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Given two positive real numbers β (fixed) and ε (the Rossby number, which will tend to
zero), we consider the following incompressible Navier-Stokes-Coriolis system in Ωφ:

(NSCε)


∂tuε − εβ∆uε +

1

ε
ez ∧ uε + uε · ∇uε = −1

ε
∇pε ,

uε|t=0 = u0 ,
div uε = 0 and uε|∂Ωφ

= 0 .

Here uε is a three-component vector field representing the velocity of the fluid, and pε is a
function representing its pressure. The vector ez is the unit vector directed along the vertical
axis, i.e. ez = t(0, 0, 1), and the notation a ∧ b stands for the usual external product in R3 of
two vectors a and b. The term ez ∧ uε encodes the action of the Coriolis force on the fluid;
the factor ε−1 in front of it is a typical scaling in oceanography. We refer to the physics
books [10, 27] for more details (see also Part I of [8]).

Throughout this paper, we are going to adopt the following notations. For any three-
component vector field u we define the two-dimensional vector field uh as the horizontal com-
ponent of u, namely uh = (u1, u2). The “vertical” component u3 will be often denoted as uz.
Correspondingly, we define the horizontal gradient ∇h = (∂1, ∂2) and, for a two-component
vector field vh = (v1, v2), its horizontal divergence as divhvh = ∂1v

1 + ∂2v
2.

Let us briefly recall the theory of turbulent solutions1 for such systems. We first precise the
functional spaces we work with.

Definition 1.1. We shall denote by V the space of vector fields, the components of which
belong to H1

0 (Ωφ), and by Vσ the space of divergence free vector fields in V. The closure of Vσ

in L2(Ωφ) will be denoted H. Finally, we shall denote by V ′
σ the dual space of Vσ.

Next, we recall the definition of turbulent solutions to (NSCε).

Definition 1.2. We shall say that uε is a weak solution of (NSCε) on R+×Ωφ with an initial
data u0 in H if and only if uε belongs to the space

C(R+;V ′
σ) ∩ L∞

loc(R+;H) ∩ L2
loc(R+;Vσ)

and, for any Ψ in C1(R+;Vσ), the vector field uε satisfies the following identity, for all t ≥ 0:

(1.2)

∫
Ωφ

(uε ·Ψ)(t, x) dx+

∫ t

0

∫
Ωφ

(
βε∇uε : ∇Ψ− uε ·

(
∂tΨ+

1

ε
ez ∧Ψ

))
(t′, x) dxdt′

−
∫ t

0

∫
Ωφ

(
uε ⊗ uε : ∇Ψ

)
(t′, x) dxdt′ =

∫
Ωφ

u0(x) ·Ψ(0, x) dx , with

∇uε : ∇Ψ
def
=

3∑
j,k=1

∂ju
k
ε∂jΨ

k and uε ⊗ uε : ∇Ψ
def
=

3∑
j,k=1

ujεu
k
ε∂jΨ

k .

Let us recall a classical theorem of existence of turbulent solutions for such a system (see
for instance [8] for its proof).

Theorem 1.3 ([8]). Given u0 a vector field in H, there exists a global weak solution uε
to (NSCε) in the sense of Definition 1.2. Moreover, this solution satisfies the following energy
inequality, for all t ≥ 0:

(1.3)
1

2

∫
Ωφ

|uε(t, x)|2dx+ εβ

∫ t

0

∫
Ωφ

|∇uε(t′, x)|2dxdt′ ≤
1

2

∫
Ωφ

|u0(x)|2dx .

1We follow the terminology introduced by J. Leray in his seminal paper [24] on the incompressible Navier-
Stokes system.
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We shall focus here on the case of well-prepared initial data u0, meaning that it is a
divergence free vector field in H and satisfies ez ∧u0 = ∇p0 for some function p0. Considering
a collection of turbulent solutions (uε)0<ε≤ε0 in the sense of the above definition, what can be
said about its asymptotic behaviour in the limit when ε tends to 0?

1.2. The flat case, and related studies. In the case when there is no topography, i.e. the
case when φ(xh) ≡ H, where H is a given positive real number, the previous assumption on
u0 amounts to assuming that it only depends on the horizontal variables. In this situation,
the asymptotic dynamics in the limit of vanishing ε is described by the following theorem,
proved by E. Grenier and N. Masmoudi in [23].

Theorem 1.4 ([23]). Assume that φ(xh) ≡ H > 0 and that u0 = (u0,h, 0) is a divergence free

vector field in H which does not depend on z. If u0 is small enough in L∞(R2), then

lim
ε→0

uε = u in L∞(R+;L2(R2×]− h, 0[)
)
,

where u = (uh, 0) and uh is the solution of the following 2D damped Euler equation on R2:

(1.4)


∂tuh + λuh + uh · ∇uh = −∇hp

divh uh = 0 and uh|t=0 = u0,h

with λ
def
=

√
2β

H
·

Let us make some comments on this statement, which will be interesting to compare with
our main result (see Theorem 1.5 below). The first point to notice is that the convergence of uε
to u is strong. Moreover, the limit is a two-dimensional vector field which does not depend on
the vertical variable z. Thus, it does not fit with the Dirichlet boundary condition, and this
leads to the introduction of correctors called boundary layers: these correctors, denoted UBL,ε,

compensate the Dirichlet boundary condition while tending to 0 in L∞(R+;L2(R2×]−h, 0[)
)
.

It turns out that their energy

ε

∫ t

0
∥∇UBL,ε(t

′)∥2L2 dt
′

does not tend to 0 and is the source of the damping term λuh in the limit system (1.4). This
damping is called Ekman pumping and the number λ is the Ekman pumping coefficient. Let
us notice that it is proportional to the inverse of the depth.

Many works have generalized Theorem 1.4 in several directions. In [25] N. Masmoudi proved
an analogous result in the general case of ill-prepared initial data. The smallness requirement
on the initial data was removed by F. Rousset [28] for well-prepared data, and by F. Rousset
and N. Masmoudi [26] for the general case. In [7] the authors considered the case of anisotropic
diffusion, where the operator −βε∆ in (NSCε) is replaced by −ν∆h−βε∂2z , with ν a positive
constant, and proved convergence to a 2-D damped Navier-Stokes equation on R2 in the
framework of ill-prepared data, by means of dispersive estimates. We refer to the book [8] for
a collection of those results and related proofs.

Ekman boundary layers have been studied also in some special cases, for instance when
the effect of the Coriolis force becomes degenerate, a typical situation near the equator, in
which case the system (NSCε) must be replaced by the so-called β–plane model (see e.g. [21]).
In [14], A.-L. Dalibard and L. Saint-Raymond investigated the effect of the Ekman layers on
stationary solutions and propagation of Poincaré waves for the β–plane model, when set in a
thin layer. In [13] the same authors considered, instead, the action of a forcing term at the
top boundary, in resonance with the Coriolis force, and studied its effect on the structure of
the solutions to a linearized version of the system (NSCε): they exhibited the presence of an
additional boundary layer, which coexists with the Ekman one. From an applied standpoint,
such a forcing term acting at the top boundary of the domain encodes the effects of the wind
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stress at the surface of the ocean. For more results on this situation, we refer to [29] by L.
Saint-Raymond, who characterized the asymptotic dynamics of the original non-linear system.

We remark that a few studies have been conducted on Ekman boundary layer effects in
the context of non-homogeneous fluids, and all of these treat the setting of a flat boundary.
In the case of compressible flows, paper [3] by D. Bresch, B. Desjardins and D. Gérard-Varet
establishes a (conditional) convergence result for well-prepared initial data, together with a
description of the Ekman layers; the result was later extended in [1] to consider a strong
stratification regime. In the context of incompressible fluids, instead, work [2] obtained the
rigorous derivation of a system encoding the Ekman pumping effect through a singular limit
starting from the density dependent Navier-Stokes-Coriolis system, set in a thin domain and
supplemented with Navier-slip boundary conditions; yet, a precise description of the structure
of the solutions in the boundary layer was elusive within that approach.

To conclude this overview, let us mention that Ekman boundary layers are created at the
surface and bottom boundaries of the ocean. However, other bondary layers, the so-called
Munk layers, exist in the proximity of the shores, whenever a vertical wall appears at the
boundary. This situation has also been the object of some investigation: we refer for instance
to the above mentioned work [3] by D. Bresch, B. Desjardins and D. Gérard-Varet, and to [15]
by A.-L. Dalibard and L. Saint-Raymond. In the present work, we avoid the appearance of
Munk boundary layers by imposing that the function φ encoding the topography must be
smooth and bounded over Oφ, together with all its derivatives.

In contrast with the huge amount of literature related to the study of Ekman boundary
layers for fast rotating fluids, less results are available in the case of a varying bottom. To the
best of our knowledge, the first study in this direction was due to D. Gérard-Varet in [22].
There, the author considered the framework of small, periodic perturturbations of the flat case,
of size O(ε). The asymptotic study in [22] was conducted for well-prepared data and yielded
a result similar to Theorem 1.4, yet at the price of higher complications in the arguments of
the proof. We refer to [16] by E. Dormy and D. Gérard-Varet for additional investigations
in that setting. On a different but related context, we mention that, in [11], A.-L. Dalibard
and D. Gérard-Varet addressed the well-posedness of the non-linear static problem in the
domain

{
x ∈ R3 / γ(xh) < xz

}
, namely in absence of an upper boundary but for a generic

function γ of order O(1) (see also [12] by A.-L. Dalibard and C. Prange for a preliminary
investigation of the linear problem).

1.3. Statement of the main result. In this paper we are interested in the case when the
topography is not flat (actually nowhere flat). In relation to the discussion of the previous
subsection, we point out that we will not require here any periodicity, nor symmetry, nor
smallness of the function describing the topography. However, the geometric set up must be
chosen in a special way, which we shall describe here and justify later.

The function φ introduced in (1.1), which represents the depth of the ocean, is assumed to
satisfy the following condition: a function F exists such that

(1.5) ∀xh ∈ Oφ , |∇hφ(xh)|2 = F (φ(xh)) .

By choosing φ as a composition, i.e. φ = ϕ ◦ ρ, we see that it is enough for F to depend only
on the function ρ. Indeed, if xh is a point where the gradient of φ does not vanish, then both
ϕ′(ρ(xh)) and ∇hρ(xh) do not vanish either; then condition (1.5) yields

|∇hρ(xh)|2 =
F (ϕ(ρ(xh)))(
ϕ′(ρ(xh))

)2 = G(ρ(xh)) .

Notice that, in order to write the last equality, it is enough that F depends on ρ, as claimed.
In addition, if xh is a point as above, then the function G does not vanish near the value ρ(xh).

Let H be a primitive of G− 1
2 which also has value non 0, then |∇hH(ρ(xh))| = 1. In what
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follows, we will need to distinguish between the function describing the depth, namely φ, and
the one encoding the geometry, namely ρ, and this remark will play an important role. As a
conclusion, it is therefore natural to assume that the function φ is of the form

(1.6) φ(xh) = ϕ
(
ρ(xh)

)
, with ∀xh ∈ Oφ , |∇hρ(xh)| = 1 .

Let us present a large class of examples of such topography. We consider a compact convex
set Γ of R2 such that the boundary of Γ is a smooth curve. Let us define the following function:

ρ(xh)
def
= d(xh,Γ) ,

where the distance is the euclidean distance on R2. We claim that ρ is smooth on R2 \ Γ
and that

(1.7) ∀xh ∈ R2 , |∇hρ(xh)| = 1 .

Let us justify this. We consider a parametrization γ of the boundary of Γ such that

γ : R/LZ 7−→ Γ

is one to one, smooth and satisfies |γ′(ω)| = 1 (here L is the length of the boundary of Γ).
Let us consider the map

X :

{
(R/LZ)×]0,∞[ −→ R2 \ Γ

(ω, λ) 7−→ γ′(ω)− λ(γ′(ω))⊥ .

The point is that X is one-to-one and onto. Moreover, it is smooth and its differential is
invertible. In addition, it is obvious that ρ(X(ω, λ)) = λ. Thus we infer that

∇hρ(X(ω, λ)) · ∂ωX(ω, λ) = 0 and ∇hρ(X(ω, λ)) · (γ′(ω))⊥ = −1 ,

where, for any two component vector field u = (u1, u2), we have denoted u⊥
def
= (−u2, u1).

Therefore, ∇hρ(X(ω, λ)) is collinear to (γ′(ω))⊥ and has no component in the direction γ′(ω).
As the norm of γ′(ω) is 1, we get (1.7).

In the following, we thus restrict ourselves to the particular case when the isobaths are
parallel to the coast of the island Γ, i.e. φ(xh) = ϕ

(
ρ(xh)

)
. In addition, we consider a thickening

of the land in order to avoid the singularity of the distance function at the shore. More
precisely, we consider two positive real numbers ρ0 and H, and we assume that ϕ is a smooth
function on [ρ0,∞[, bounded as well as all its derivatives, such that

(1.8) ϕ([ρ0,∞[) ⊂ [0, H] and ϕ−1(0) = {ρ0} .
Remark that this excludes the case when ϕ is a constant. Finally, we define

(1.9) O def
= R2 \

(
ρ−1([0, ρ0])

)
and Ωϕ

def
=
{
(xh, z) ∈ O × R /− ϕ(ρ(xh)) < z < 0

}
.

Figure 2 below represents the thickened land and the (new) ocean surface O. We assume in the
following that the set

{
xh ∈ O / ϕ′(ρ(xh)) = 0

}
is negligible in R2 (see for instance Figure 1,

the picture on the right, and Figure 3 in Section 4).

The land Γ

ρ = 0

ρ = ρ0

O
The ocean surface

Figure 2. The thickening of the land (confined by the dashed line) and the (new)
ocean surface O.
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We now consider the system (NSCε) set in Ωϕ, and Definitions 1.1 and 1.2 have to be
understood with Ωφ replaced with Ωϕ.

Anticipating on later notation, in the next statement we denote with a superscript θ the
second component of a vector field in the orthonormal basis(

∇hρ(xh),∇⊥
h ρ(xh), ez

)
.

Our main result is the following.

Theorem 1.5. Consider a domain Ωϕ as defined in (1.9). There is a positive constant c such
that the following holds. Let u0 be a divergence free vector field in H of the form

(1.10) u0(xh, z) = u0(xh)
def
= uθ0

(
ρ(xh)

)
∇⊥

h ρ(xh)

where uθ0 is a smooth function defined on [ρ0,∞[. Let us assume in addition that u0 and all
its its derivatives belong to L2(O), and that the function uθ0/ϕ is bounded. If ∥u0∥L∞(O) ≤ cβ
and if (uε)0<ε≤ε0 is a family of solutions of (NSCε) associated with the initial data u0 as
constructed in Theorem 1.3, then

(1.11)

lim
ε→0

∥uε − u∥L∞
loc(R

+;L2(Ωϕ))
= 0 , with u(t, xh, z) = uθ

(
t, ρ(xh)

)
∇⊥

h ρ(xh) ,

uθ(t, r)
def
= uθ0(r) exp

(
−tλϕ(r)

)
and λϕ(r)

def
=

√
2β

ϕ(r)

1 + 4
√
1 + ϕ′2(r)

2
·

Some comments on the previous theorem are in order. First, let us explain why we make
the hypothesis (1.5). As we shall see later on (see in particular Proposition 2.1 and Re-
mark 3.1), in a general domain Ωφ, an element of the weak closure of the family (uε)0<ε≤ε0

is of the form G(φ)∇⊥
h φ. In Definition (1.11), the term

(
ϕ′
(
ρ(xh)

))2
must be understood

as |∇hφ(xh)|2 (recall that we have taken φ = ϕ ◦ ρ). Then Condition (1.5) seems mandatory,
hence Condition (1.6) as well.

Let us remark that the equation on u is the linear ordinary differential equation

(1.12)
du

dt
+ λϕu = 0

and not the damped Euler equation (1.4) as in the flat case. As already noticed, the hypothe-
sis (1.8) on ϕ excludes the flat case. However the above theorem can be seen as a generalization
of Theorem 1.4 insofar as, in the (exceptional) points where ϕ′(ρ(xh)) = 0, we recover the
expression of the Ekman pumping coefficient λ of Theorem 1.4. The fact that the limit equa-
tion (1.12) is linear is linked to the presence of a non-trivial topography, which imposes a
strong constraint on elements of the kernel of the Coriolis operator (namely, as already re-
marked above, those elements must be of the form G(φ)∇⊥

h φ). The situation is similar in the
case of a variable rotation vector [20, 21] or in presence of variable densities which oscillate
around a non-constant profile (see e.g. [18, 19] for the case of compressible flows, [17, 9] for
the case of incompressible density dependent fluids).

We now comment on Assumption (1.10) on the initial data. This assumption precisely
means that the initial data belongs to the kernel of the Coriolis operator. This is a classical
hypothesis of “good preparation”, which avoids the problem of fast oscillations in time. These
time oscillations make the problem much more delicate to treat even in the case without
topography (see [8]). Moreover, Formula (1.11) defining the limit u shows that, for any positive
time t, the vector field u(t) vanishes on the shore. Thus the hypothesis that u0/ϕ is bounded,
which implies of course that u0 vanishes on the shore, can be understood as a reinforcement
of the hypothesis of good preparation.
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Structure of the paper. The paper is organised in the following way. In the next section we
present the statement of three auxiliary results, namely Propositions 2.1 to 2.3, and, thanks
to them, conclude the proof of Theorem 1.5. Then, in Section 3 we perform the proof of
Proposition 2.1. Finally, the proof of Propositions 2.2 and 2.3 is given in Sections 4 to 12,
with some technicalities postponed to the Appendix.

Acknowledgements. The authors wish to express their gratitude to P.-D. Thizy for inter-
esting discussions on the geometric meaning of condition (1.5) and on Segre’s theorem.

The work of the second author has been partially supported by the project CRISIS (ANR-
20-CE40-0020-01), operated by the French National Research Agency (ANR)

2. Proof of Theorem 1.5

The purpose of this section is to reduce the proof of Theorem 1.5 to the proof of the three
propositions below. The first ingredient is the following compactness result, where we have
used the notation introduced before the statement of Theorem 1.5.

Proposition 2.1. Let v be an element of the weak closure W of the family (uε)0<ε≤ε0 con-
structed in Theorem 1.3. Then v writes under the form

v(t, x) =
(
vh, 0

)
(t, xh) =

(
vθ
(
t, ρ
)
∇⊥

h ρ, 0
)
(xh) .

Moreover, for any function g in L∞
loc(R

+;L2(Ωϕ)) and any family (wε)0<ε≤ε0 converging weakly
to an element of W, the function

Rε(t)
def
=
(
wε|g∇hρ

)
L2(]0,t[×Ωϕ)

converges uniformly to 0 on any compact interval.

The first part of this proposition is the well known Taylor-Proudman theorem in the pres-
ence of topography. Let us notice that the topography induces an additional constraint com-
pared with the flat case, where the elements of the weak closure W are under the form(

uh(t, xh), 0
)

with divh uh = 0 .

The second part of the proposition claims that the weak convergence of a family (wε)0<ε≤ε0

to some element of W can be translated into a form of uniform-in-time convergence. As we
shall see below, this plays an important role in the final proof of Theorem 1.5.

The second ingredient is the main, and most technical, argument leading to the proof of
Theorem 1.5. It consists in the construction of a family of approximate solutions of the linear
Stokes-Coriolis system, namely the system

(SCε)


∂tuε − εβ∆uε +

1

ε
ez ∧ uε+ = −1

ε
∇pε ,

uε|t=0 = u0 ,
div uε = 0 and uε|∂Ωφ

= 0 .

The properties of those approximate solutions is described in the following proposition.

Proposition 2.2. Under the assumptions of Theorem 1.5, there is a family (Uapp,ε)0<ε≤ε0 of
vector fields in C1(R+;Vσ), which solve the linear system (SCε) in an approximate way, in
the sense that they satisfy, for any 0 < ε ≤ ε0, the equations

(SCapp,ε)


∂tUapp,ε − εβ∆Uapp,ε +

1

ε
ez ∧ Uapp,ε = −1

ε
∇pε + Eε

lim
ε→0

∥∥Uapp,ε|t=0 − u0∥L2(Ωϕ) = 0 ,
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where Eε converges to zero in L1(R+;L2(Ωϕ)) and (pε)0<ε≤ε0 is a family of functions in
the space L2

loc(R
+;L2(Ωϕ)). The family Uapp,ε is a good approximation of u as defined in

Theorem 1.5, in the sense that

(2.1) lim
ε→0

∥∥Uapp,ε − u
∥∥
L∞(R+;L2(Ωϕ))

= 0 .

The approximate solution Uapp,ε is made of a principal boundary layer term UBL,ε, such that

(2.2)
(
∇(Uapp,ε − UBL,ε)

)
0<ε≤ε0

is bounded in L1(R+;L∞(Ωϕ)) ,

and the family (UBL,ε)0<ε≤ε0 satisfies

(2.3)
∥∥√dϕUBL,ε

∥∥
L∞(R+;L∞

h L2
v(Ωϕ))

≤ Cε∥u0∥L∞(Ωϕ) + Cε2∥u0∥W 1,∞(Ωϕ) ,

where dϕ is defined by dϕ(xh, z)
def
= min{−z, ϕ(ρ(xh))+z} and the space L∞

h L
2
v(Ωϕ) is defined

by the norm

∥F∥L∞
h L2

v(Ωϕ)
def
= sup

xh∈O

(∫ 0

−ϕ(ρ(xh))
|F (xh, z)|2dz

) 1
2

.

The third proposition describes the structure of the non linear quantity Uapp,ε ·∇Uapp,ε. It is
not a gradient, but it is close to the term g∇hρ that appears in the statement of Proposition 2.1.

Proposition 2.3. Let (Uapp,ε)0<ε≤ε0 be the family given by Proposition 2.2. Then we have,
with notation (1.11),

lim
ε→0

∥∥Uapp,ε · ∇Uapp,ε +
(
uθ(t, ρ)

)2
∆hρ∇hρ

∥∥
L1(R+,L2(Ωϕ))

= 0 .

Before proving Theorem 1.5 using the above three statements, let us make some comments
about this proposition. For every smooth vector field of the form G(ρ)∇⊥

h ρ, we have

G(ρ)∇⊥
h ρ · ∇h

(
G(ρ)∇⊥

h ρ
)
= G2(ρ)∇⊥

h ρ · ∇∇⊥
h ρ .

At this point, it is interesting to compute, for any function ϑ, the quantity ∇⊥
h ϑ · ∇∇⊥

h ϑ. In
cartesian coordinates, we have

∇⊥
h ϑ · ∇∇⊥

h ϑ =
(
−∂2ϑ∂1 + ∂1ϑ∂2

)(−∂2ϑ
∂1ϑ

)
=

(
∂2ϑ∂1∂2ϑ− ∂1ϑ∂

2
2ϑ

−∂2ϑ∂21ϑ+ ∂1ϑ∂1∂
2
2ϑ

)
=

1

2
∇h

(
|∇hϑ|2

)
−∆hϑ∇hϑ .(2.4)

Then a vector field of the type ∇⊥
h ϑ is a stationary solution of the 2D Euler equation as soon

as a function g exists such that ∆hϑ = g(ϑ).
In the particular case when ϑ = ρ, because the norm of the gradient of ρ is 1, we get

(2.5) ∇⊥
h ρ · ∇h(∇⊥

h ρ) = −∆hρ∇hρ .

To ensure that ∆hρ∇hρ is a gradient, the assumption is that ∆hρ = G(ρ). Segre’s theorem
(see [4]) claims in particular that, if a smooth function ϑ on a bi-dimensional domain satisfies

∆hϑ = F (ϑ) and |∇hϑ|2 = G(ϑ) ,

then ϑ is radial or linear. Here our setting is more general, thus ∆hρ∇hρ is not a gradient.
As we shall see below, the form of Uapp,ε · ∇Uapp,ε plays a crucial role in the proof of

Theorem 1.5, which we are now going to present.
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Proof of Theorem 1.5 admitting Propositions 2.1–2.3. Our approach is inspired by the method
used to prove weak-strong stability results. The idea is to use a “regular” solution as a test
function in the definition of a turbulent solution. Here the role of the regular solution is played
by the approximate solution Uapp,ε. This method is classical (see for instance [8] or [23]) and,
to the best of our knowledge, was used for the first time in the work [30] for the proof of
weak-strong uniqueness to the three-dimensional Navier-Stokes equations.

We want to prove that

δε
def
= uε − Uapp,ε

converges to zero in the energy space, where Uapp,ε is the approximate solution defined in
Proposition 2.2. Usually, to prove uniqueness for evolution problems of the type

Lu = Q(u, u)

where L is a linear operator and Q is quadratic, we write the equation on w = u−v by writing

Lw = Q(w, u) +Q(v, w) .

In that case the two solutions u and v play the same role. As we shall see, the weak-strong
uniqueness method and the structure of the non-linear term Q make the role of the two
solutions non symmetric. Let us define

∆ε(t)
def
=

1

2
∥δε(t)∥2L2(Ωϕ)

+ βε

∫ t

0
∥∇δε(t′)∥2L2(Ωϕ)

dt′ .

Expanding the square, let us write that

∆ε(t) =
1

2
∥uε(t)∥2L2(Ωϕ)

+ βε

∫ t

0
∥∇uε(t′)∥2L2(Ωϕ)

dt′

+
1

2
∥Uapp,ε(t)∥2L2(Ωϕ)

+ βε

∫ t

0
∥∇Uapp,ε(t

′)∥2L2(Ωϕ)
dt′

−
(
uε(t)

∣∣Uapp,ε(t)
)
L2(Ωϕ)

− 2βε

∫ t

0

(
∇uε(t′)

∣∣∇Uapp,ε(t
′)
)
L2(Ωϕ)

dt′.

Thanks to the energy estimate (1.3), there holds

1

2
∥uε(t)∥2L2(Ωϕ)

+ βε

∫ t

0
∥∇uε(t′)∥2L2(Ωϕ)

dt′ ≤ 1

2
∥u0∥2L2(Ωϕ)

.

Moreover Uapp,ε satisfies the linear system (SCapp,ε). This implies that

1

2
∥Uapp,ε(t)∥2L2(Ωϕ)

+ βε

∫ t

0
∥∇Uapp,ε(t

′)∥2L2(Ωϕ)
dt′

≤ 1

2
∥u0,ε∥2L2(Ωϕ)

+

∫ t

0

∫
Ωϕ

Eε · Uapp,ε(t
′, x) dt′dx .

Since, by definition, Eε converges to zero in L1(R+;L2(Ωϕ)) and, by construction, Uapp,ε is
uniformly bounded in the space L∞(R+;L2(Ωϕ)), there holds

lim
ε→0

sup
t≥0

∣∣∣ ∫ t

0

∫
Ωϕ

Eε · Uapp,ε(t
′, x) dt′dx

∣∣∣ = 0 .

In all that follows, rε denotes a generic function which satisfies

(2.6) ∀T > 0 , lim
ε→0

sup
t∈[0,T ]

rε(t) = 0 .

9



Collecting all the previous information, we find that

(2.7)

∆ε(t) ≤
1

2
∥u0∥2L2(Ωϕ)

+
1

2
∥u0,ε∥2L2(Ωϕ)

+ rε(t)

−
(
uε(t)

∣∣Uapp,ε(t)
)
L2(Ωϕ)

− 2βε

∫ t

0

(
∇uε(t′)

∣∣∇Uapp,ε(t
′)
)
L2(Ωϕ)

dt′.

Now, we use the approximate solution Uapp,ε as a test function in formula (1.2). This gives

(2.8)

(u0|Uapp,ε(0))L2(Ωϕ) = (uε(t)|Uapp,ε(t))L2(Ωϕ) −
∫ t

0

∫
Ωϕ

(
uε ⊗ uε : ∇Uapp,ε

)
(t′, x) dxdt′

+

∫ t

0

∫
Ωϕ

(
βε∇uε : ∇Uapp,ε − uε ·

(
∂tUapp,ε +

1

ε
ez ∧ Uapp,ε

))
(t′, x) dxdt′.

As we have ∫
Ωϕ

(
βε∇uε : ∇Uapp,ε

)
(t′, x)dx = −βε⟨∆Uapp,ε(t

′), uε(t
′)⟩H−1×H1

0
,

we infer from the approximate Stokes-Coriolis system (SCapp,ε) that

Lε(t)
def
=

∫ t

0

∫
Ωϕ

(
βε∇uε : ∇Uapp,ε − uε ·

(
∂tUapp,ε +

1

ε
ez ∧ Uapp,ε

))
(t′, x) dxdt′

= −
∫ t

0

〈
∂tUapp,ε + βε∆Uapp,ε +

1

ε
ez ∧ Uapp,ε, uε(t

′)
〉
H−1×H1

0

dt′

= 2

∫ t

0

∫
Ωϕ

(
βε∇uε : ∇Uapp,ε

)
(t′, x)dt′dx+

∫ t

0
(uε(t

′)|Eε(t
′))L2(Ωϕ)dt

′.

As lim
ε→0

∥Eε∥L1(R+;L2(Ωϕ)
= 0, we infer that

Lε(t) = 2

∫ t

0

∫
Ωϕ

(
βε∇uε : ∇Uapp,ε

)
(t′, x) dxdt′ + rε(t) .

Inserting this into (2.8) gives

(u0|Uapp,ε(0))L2(Ωϕ) = (uε(t)|Uapp,ε(t))L2(Ωϕ) + 2

∫ t

0

∫
Ωϕ

(
βε∇uε : ∇Uapp,ε

)
(t′, x) dxdt′

−
∫ t

0

∫
Ωϕ

(
uε ⊗ uε : ∇Uapp,ε

)
(t′, x) dxdt′ + rε(t) .

Plugging the above relation into (2.7) ensures that

∆ε(t) ≤ 1

2
∥u0∥2L2(Ωϕ)

+
1

2
∥u0,ε∥2L2(Ωϕ)

− (u0|Uapp,ε(0))L2(Ωϕ) + rε(t)

+

∫ t

0

∫
Ωϕ

(
uε ⊗ uε : ∇Uapp,ε

)
(t′, x) dxdt′

≤ 1

2
∥u0 − Uapp,ε(0)∥2L2(Ωϕ)

+ rε(t) +

∫ t

0

∫
Ωϕ

(
uε ⊗ uε : ∇Uapp,ε

)
(t′, x) dxdt′ .

Using Assertion (2.1) of Proposition 2.2, we infer that

(2.9) ∆ε(t) ≤ rε(t) +

∫ t

0

∫
Ωϕ

(
uε ⊗ uε : ∇Uapp,ε

)
(t′, x) dxdt′ .
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Now, let us study the non-linear term of the above inequality in light of Proposition 2.3. Let
us observe that, if a and b are two vector fields in Vσ, we have∫

Ωϕ

a⊗ a : ∇b(x)dx = (a · ∇b|a)L2

=
(
(a− b) · ∇b

∣∣a)
L2 + (b · ∇b

∣∣a)L2

=
(
(a− b) · ∇b

∣∣(a− b)
)
L2 +

(
b · ∇b

∣∣a)
L2 .

Applying this with a = uε and b = Uapp,ε and plugging the resulting expression into (2.9), we
deduce that

∆ε(t) ≤
∫ t

0

∫
Ωϕ

(δε ⊗ δε) : ∇Uapp,ε(t
′, x) dxdt′

+

∫ t

0

∫
Ωϕ

(
(Uapp,ε · ∇Uapp,ε) · uε

)
(t′, x)dt′dx+ rε(t) .

Then, Proposition 2.3 implies that

∆ε(t) ≤
∫ t

0

∫
Ωϕ

(δε ⊗ δε) : ∇Uapp,ε(t
′, x) dxdt′

+

∫ t

0

∫
Ωϕ

(
(uθ)2∆hρ∇hρ · uε

)
(t′, x)dt′dx+ rε(t) .

Proposition 2.1 ensures that

(2.10) ∆ε(t) ≤
∫ t

0

∫
Ωϕ

(δε ⊗ δε) : ∇Uapp,ε(t
′, x) dxdt′ + rε(t) .

At this point, we use the decomposition of Proposition 2.2 and the Cauchy-Schwarz in-
equality: we get, from Equation (2.10), that

(2.11)

∆ε(t) ≤
∫ t

0
∥δε(t′)∥2L2(Ωϕ)

∥∥∇(Uapp,ε − UBL,ε)(t
′, ·)
∥∥
L∞(Ωϕ)

dt′ +QBL,ε(t) + rε(t) ,

with QBL,ε(t)
def
=

∫ t

0

∫
Ωϕ

(δε ⊗ δε) : ∇UBL,ε(t
′, x) dxdt′.

By integration by parts and thanks to the divergence free condition satisfied by δε, we have

QBL,ε(t) =

∫ t

0

∫
Ωϕ

(δε · ∇δε)(t′, x) · UBL,ε(t
′, x)(t′, x) dxdt′.

This term is estimated thanks to the following lemma, which is a variation of a result which
is classical in the flat case (see for instance [8], Lemma 7.4 page 169). We admit it for the
time being.

Lemma 2.4. Let Ωφ a domain satisfying (1.1). Let us consider a vector field δ in Vσ and w
a bounded vector field. Then∣∣(δ · ∇δ|w)

L2

∣∣ ≤ ∥∇δ∥2L2∥
√
dφw∥L∞

h L2
v(Ωφ) ,

where the notations dφ and L∞
h L

2
v(Ωφ) are defined as dϕ and L∞

h L
2
v(Ωϕ) in Proposition 2.2,

but using the function φ instead of ϕ(ρ).

Let us apply this lemma with δ = δε and w = UBL,ε. Thanks to Proposition 2.2, Inequal-
ity (2.11) becomes

∆ε(t) ≤
∫ t

0
∥δε(t′)∥2L2(Ωϕ)

∥∥∇(Uapp,ε − UBL,ε)(t
′, ·)
∥∥
L∞(Ωϕ)

dt′
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+
(
Cε∥u0∥L∞(Ωϕ) + Cε2∥u0∥W 1,∞(Ωϕ)

) ∫ t

0
∥∇δε(t′)∥2L2(Ωϕ)

dt′ + rε(t) .

Choosing ε less than β/
(
4C∥u0∥W 1,∞(Ωϕ)

)
and using that C∥u0∥L∞(Ωϕ) is less than β/4, then

we get

∆ε(t) ≤ 2

∫ t

0
∥δε(t′)∥2L2(Ωϕ)

∥∇(Uapp,ε − UBL,ε)(t
′, ·)∥L∞(Ωϕ)dt

′ + rε(t) .

Thanks to Proposition 2.2 we know that the family
(
∇(Uapp,ε − UBL,ε)

)
ε
is bounded in the

space L1(R+;L∞(Ωϕ)). Grönwall’s lemma then concludes the proof of Theorem 1.5, provided
of course that we prove Lemma 2.4. 2

Proof of Lemma 2.4. Let a be a function of H1
0 (Ωϕ). Because a vanishes at the boundary, we

can write

a(xh, z) = −
∫ 0

z
∂za(xh, z

′)dz′ =

∫ z

−φ(xh)
∂za(xh, z

′)dz′.

The Cauchy-Schwarz inequality implies that

∣∣a(xh, z)∣∣ ≤
(
min{−z, φ(xh) + z}

) 1
2

(∫ 0

−φ(xh)

∣∣∂za(xh, z′)∣∣2dz′) 1
2

≤ d
1
2
φ(xh, z)

(∫ 0

−φ(xh)

∣∣∂za(xh, z′)∣∣2dz′) 1
2

.

Applying this inequality to a = δk we get

∣∣(δ · ∇δ|w)L2

∣∣ =
∣∣∣ ∑
1≤j,k≤3

∫
R2
h

(∫ 0

−φ(xh)
δk(xh, z)∂kδ

j(xh, z)w
j(xh, z)dz

)
dxh

∣∣∣
≤

∑
1≤j,k≤3

∫
Oφ

(∫ 0

−φ(xh)

∣∣∂zδk(xh, z)∣∣2dz) 1
2

×
∫ 0

−φ(xh)

∣∣∂kδj(xh, z)d 1
2
φ(xh, z)w

j(xh, z)
∣∣dzdxh .

Then the Cauchy-Schwarz inequality again implies that

∣∣ (δ · ∇δ|w)L2

∣∣ ≤ ∑
1≤j,k≤3

∫
Oφ

(∫ 0

−φ(xh)

∣∣∂zδk(xh, z)∣∣2dz) 1
2

×
(∫ 0

−φ(xh)

(
∂kδ

j(xh, z)
)2
dz

) 1
2
(∫ 0

−φ(xh)
dφ(xh, z)(w

j)2(xh, z)dz

) 1
2

dxh .

The lemma is thus proved. 2

The proof of Proposition 2.1 is performed in Section 3. This proof is rather short and
classical; it is based on an Ascoli argument. In Section 4, we present the structure of the proof
of Proposition 2.2, which is the main technical part of the paper and will be performed in
Sections 5 to 11. Finally, in Section 12 we present the proof of Proposition 2.3.
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3. Proof of Proposition 2.1

Proposition 2.1 is, in some sense, a refined version of the classical Taylor-Proudman theorem.
Let us start by using Equation (1.2) mutiplied by ε. This implies that for any test function Ψ,
there is a constant C such that∣∣∣∣∫ t

0

∫
Ωϕ

(
(ez ∧ uε) ·Ψ

)
(t′, x)dt′dx

∣∣∣∣ ≤ Cε .

Thus, if w belongs to W, a sequence (εn)n∈N tending to 0 exists such that

lim
n→∞

∫ t

0

∫
Ωϕ

(
(ez ∧ uεn) ·Ψ

)
(t′, x)dt′dx =

∫ t

0

∫
Ωϕ

(
(ez ∧ w) ·Ψ

)
(t′, x)dt′dx = 0 .

Let us consider any function ψ in D(]0,∞[×Ωϕ), and apply the above relation with

Ψ = (−∂2ψ, ∂1ψ, 0) , Ψ = (−∂zψ, 0, ∂1ψ) and Ψ = (0,−∂zψ, ∂2ψ) .

By definition of the derivation in the sense of distributions, this gives

⟨divhwh, ψ⟩ = −⟨∂zw2, ψ⟩ = ⟨∂zw1, ψ⟩ = 0 .

As w belongs to L2([0, T ];H), then the vector field w(t, ·) belongs to H for almost every t. In
particular, it is divergence free, so, for almost every positive t,

divhwh(t, ·) = −∂zwz(t, ·) = 0 .

Then, the vector field w must be of the form

(3.1)
(
wh(xh), w

z(xh)
)

with divhwh = 0 .

The fact that, for almost every t, the vector field w(t, ·) belongs to H implies also that

wz(t, xh) = wh(t, xh) · ∇h

(
ϕ(ρ(xh))

)
= 0 .

As we have assumed that the set
{
xh ∈ O / ϕ′(ρ(xh)) = 0

}
is negligible, we infer that the

vector field w is, for almost every (t, xh), of the form w =
(
wh, 0

)
, with

wh(t, xh) = wθ(t, xh)∇⊥
h ρ(xh) .

As wh is divergence free, we have also

0 = divhwh(t, xh) = ∇hw
θ(t, xh) · ∇⊥

h ρ(xh) .

This implies that wθ is constant on the curves ρ(xh) ≡ C. Thus, we have

wθ(t, xh) = g(t, ρ(xh)) .

The first part of the proposition is hence proved.

Remark 3.1. The proof above works in any domain Ωφ of the form (1.1). Thus, for any such

domain Ωφ, an element of the kernel of the Coriolis operator is of the form ∇⊥
h F (φ).

In order to prove the second part of the proposition, let us write Rε as

Rε(t) =
(
wε

∣∣1[0,t]g∇ρ)L2(R+×Ωϕ)
.

We take a sequence
(
wεn

)
n
which tends weakly to w in L2(R+ × Ωϕ). Then we have

w(t, xh) = g(t, ρ(xh))
(
∇⊥

h ρ(xh), 0
)

and lim
n→∞

Rεn(t) =
(
wh

∣∣1[0,t]g∇hρ
)
L2(R+×Ωϕ)

.

As wh is colinear to ∇⊥
h ρ, we infer that

(3.2) ∀t ∈ [0,∞[ , lim
n→∞

Rεn(t) = 0 .
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Moreover, the Cauchy-Schwarz inequality implies that, for all t′ ≤ t,∣∣Rε(t)−Rε(t
′)
∣∣ ≤

∣∣∣∣∣
∫
[t′,t]×Ωϕ

g(s, xh, z)wε,h(s, xh, z) · ∇hρ(xh)dxhdzds

∣∣∣∣∣
≤ |t− t′| ∥wε∥L∞(R+;L2(Ωϕ))

∥g∥L∞(R+;L2(Ωϕ))
.

Then Ascoli’s theorem implies that the set (Rε)0<ε≤ε0 is a relatively compact subset of the
space of continuous real valued functions on [0, T ], for any fixed time T > 0. Because of (3.2),
the sequence (Rεn)n∈N tends uniformly to 0 on [0, T ], and Proposition 2.1 is proven. □

Remark 3.2. Let us point out that we have no rate of convergence of Rε to 0. As we have
seen in the previous section, namely Relation (2.10), the rate of convergence of sup

t∈[0,T ]
|Rε(t)|

to 0 determines, or rather imposes a constraint on, the rate of convergence of uε to u
in L∞([0, T ];H(Ωϕ)).

4. The process of construction of the approximate solutions

We now start the proof of Propositions 2.2 and 2.3. It consists of two parts: the first one is
the precise construction of the family of approximate solutions Uapp,ε (from Sections 6 to 10),
the second one is the estimate of the error terms (Sections 11 and 12). The goal of the present
section is to explain the general strategy and the main ideas of the proof.

Before going into the details of the process, let us precise some notations and conventions
which will be used in all that follows. First of all, as mentioned in the introduction, we are
going to decompose any vector at a point (xh, z) of Ωϕ in the orthonormal basis(

∇hρ(xh),∇⊥
h ρ(xh), ez

)
.

Given a three-dimensional vector field U =
(
U1, U2, U3

)
, we denote by

(
Uρ, Uθ, U z

)
its com-

ponents in this basis. This means that

(4.1) U(xh, z) = Uρ(xh, z)∇hρ(xh) + U θ(xh, z)∇⊥
h ρ(xh) + U z(xh, z)ez .

Let us notice that, in this frame, if the component U θ is a function of ρ(xh) only (which will
turn out to be the case in what follows), then the divergence of U writes

(4.2)
div
(
Uρ(xh, z)∇hρ(xh) + U θ(ρ(xh))∇⊥

h ρ(xh) + U zez
)

= divh
(
Uρ(xh, z)∇hρ(xh)

)
+ ∂zU

z(xh, z) .

For simplicity of notation, for a function of the type f(ρ(xh)), we shall often omit to note
explicitly the dependence in xh and simply write f(ρ).

Moreover, we will adopt the following notation for boundary layers: given gsurf and gbot

two functions defined on R2 × R−, representing boundary layer terms respectively near the
surface {z = 0} and near the bottom {z = −ϕ(ρ)} of the domain Ωϕ, we denote

(4.3) gsurfBL (xh, z)
def
= gsurf

(
xh,

z√
E

)
and gbotBL (xh, z)

def
= gbot

(
xh,−

z + ϕ(ρ(xh))

δ(ρ(xh))
√
E

)
,

where E is the Ekman number, defined (this will be justified later, see (6.2)) as E
def
= 2βε2

and δ = δ(ρ) is a function on [ρ0,∞[, which will be determined later on, see (6.11). Let us
notice that the functions gsurf and gbot are always assumed (sometimes implicitly) to have
limit 0 when the variable ζ tends to −∞.2 Here and in all that follows, the “fast variable” is
denoted ζ. Notice also that the functions with an index BL depend on ε through the size of
the boundary layer (respectively

√
E and δ

√
E).

2In fact, they are always exponentially decaying at infinity.
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Let us point out a major difference between boundary layer terms related to a flat boundary
and those related to a curved boundary. In the case of a flat boundary, the derivative with
respect to the horizontal variable xh does not generate terms of order −1, see gsurfBL defined

above. In the case of the term gbotBL related to the curved boundary, instead, we have, for j
in {1, 2}, the formula

∂j
(
gbotBL (xh, z)

)
= (∂jg

bot)

(
xh,−

z + ϕ(ρ(xh))

δ(ρ(xh))
√
E

)
− ∂j

(
z + ϕ(ρ(xh))

δ(ρ(xh))
√
E

)
(∂ζg

bot)

(
xh,−

z + ϕ(ρ(xh))

δ(ρ(xh))
√
E

)
= (∂jg

bot)

(
xh,−

z + ϕ(ρ(xh))

δ(ρ(xh))
√
E

)
+ (∂jρ)(xh)

δ′(ρ(xh))

δ(ρ(xh))

z + ϕ(ρ(xh))

δ(ρ(xh))
√
E

(∂ζg
bot)

(
xh,−

z + ϕ(ρ(xh))

δ(ρ(xh))
√
E

)
− (∂jρ)(xh)

ϕ′(ρ(xh))

δ(ρ(xh))
√
E
(∂ζg

bot)

(
xh,−

z + ϕ(ρ(xh))

δ(ρ(xh))
√
E

)
·

Notice that this can be written in a more compact way as

(4.4) ∂jg
bot
BL =

(
∂jg

bot − δ′(ρ)

δ(ρ)
∂jρ ζ∂ζg

bot

)
BL

− ϕ′(ρ)

δ(ρ)
√
E
∂jρ (∂ζg

bot)BL .

Observe that the first term in (4.4) is of order 0, whereas the second one is of order −1 due

to the presence of
√
E at the denominator, but vanishes identically as soon as the bottom is

flat (ϕ′ ≡ 0 is that case).
The fact that horizontal derivatives of boundary layers at the bottom generate terms of

order ε−1 is the reason why we assume that the viscosity is of size ε in all directions and not
only in the vertical one, as in [8] for instance. This fact has a deep consequence also on the
computation of the divergence of the boundary layer vector fields, which plays a crucial role
in the determination of the Ekman pumping term. Indeed, using the above formula (4.4), we
infer that

(4.5)

divU surf
BL =

(
divhU

h,surf
)
BL

+
1√
E

(
∂ζU

z,surf
)
BL

and

divUbot
BL =

(
divhU

h,bot − δ′(ρ)

δ(ρ)
ζ ∂ζU

h,bot · ∇hρ
)
BL

− ϕ′(ρ)

δ(ρ)
√
E

(
∂ζU

z,bot +∇hρ · ∂ζUh,bot
)
BL
.

After these clarifications, let us present the general strategy of the proof of Proposition 2.2
and how it is developed. Classically, in order for Uapp,ε to be a good approximate solution,
the leading order term should be close to the expected limit u, which should lie in the weak
closure of the family (uε)0<ε≤ε0 , hence, according to Proposition 2.1, of the form

(4.6) u
def
= uθ(t, ρ)∇⊥

h ρ where the function uθ(t, ρ) must be found.

Thus, we will choose the term of order 0 in the interior, denoted U0,int, to be close (in a sense
specified below) to the profile u. Of course, this profile does not satisfy the Dirichlet boundary
conditions, neither at the surface nor at the bottom of the ocean, so we have to introduce
correctors in the definition of Uapp,ε, in the form of boundary layers.

Section 5 is devoted to the construction of the leading order terms in velocity and pressure,
denoted U0,int and P0,int.
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Section 6 starts with the computation of the boundary layer of order 0 on the surface.
Despite the fact that this is classical (see for instance [8]), we expose it here as a warm up,
and also as an opportunity to get familiar with the use of the frame

(
∇hρ(xh),∇⊥

h ρ(xh), ez
)
.

Then we compute the boundary layer at the bottom and determine the value of the function δ,

which is the cause of the term 4
√
1 + (ϕ′)2 appearing in the definition of the modulated Ekman

pumping term λϕ (see Formula (1.11) of the statement of Theorem 1.5).
At the end of that section, we have computed the boundary layer term of order 0 at the

surface and at the bottom in terms of U0,int, which is still to be fully determined, in order to
have

(4.7)
(
U0,int + U surf

0,BL + Ubot
0,BL

)
|∂Ωϕ

∼ 0 ,

in the sense that it is exponentially small with ε. Note that this decomposition of the velocity
field gives rise to a similar decomposition of the pressure under the form

P0,int + P surf
0,BL + P bot

0,BL .

In Section 7, we deal with the problem of the shore. As the two boundary layers constructed
previously are of size ε, they meet near the shore. In particular the property that a boundary
layer on one boundary should be small near the opposite one, is no longer valid near the shore,
when the distance between the surface and the bottom is of size smaller than ε. In order to
bypass this difficulty and to reattach the boundary layers, we introduce two cut-offs for each
boundary layer, one at a distance ε1−a from the surface or the bottom, and another one to
avoid the shore.

More rigorously, for some positive a sufficiently close to 1 (whose precise value will be fixed
in Section 11), let us define

(4.8) Oε
def
=
{
xh ∈ R2

h / ϕ(ρ(xh)) ≥ 2ε1−a
}
.

This set represents the parts of the ocean with depth greater than or equal to 2ε1−a, see
Figure 3 below.

The new region Oε

ρ = ρ0

ϕ(ρ) = 2ε1−a

Figure 3. The cut-off and the ocean region Oε.

Then, two functions g̃surf and g̃bot on R+×O×R−×R+ being given, representing respectively
the boundary layers (with cut-offs) at the surface and at the bottom of the domain Ωϕ, we
define

(4.9)

g̃surfBL (t, xh, z)
def
= g̃surf

(
t, xh,

z√
E
,− z

ε1−a

)
and

g̃botBL (t, xh, z)
def
= g̃bot

(
t, xh,−

z + ϕ(ρ)

δ
√
E

,z + ϕ(ρ)

ε1−a

)
·

These new, truncated boundary layers, now depend on ε both through the size of the boundary
layers and through the cut-off. The main point of the cut-off is that, as claimed by the
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forthcoming Proposition 7.1, if two functions g̃surf and g̃bot have both their support included
in R+ ×Oε × R−×]0, 1[, then

Supp g̃surfBL ∩ Supp g̃botBL = ∅ .

The form (4.9) of these new boundary layers leads us to introduce, in order to ensure the diver-
gence free condition, an Ansatz which is different from the classical one (see for instance [8])
and is of the following form:

(4.10) Ũ0,int,ε + Ũ surf
0,BL + εaŨ surf

a,BL + εŨ surf
1,BL + Ũbot

0,BL + εaŨ surf
a,BL + εŨbot

1,BL + · · · ,

and, for the pressure function,

P̃0,int,ε + P̃ surf
0,BL + εP̃ surf

1,BL + P̃ bot
0,BL + εP̃ bot

1,BL + · · · .

Note that, a priori, we expect the pressure not to be so much affected by the truncation of
the velocity. This will have to be confirmed in the computations that follow. We remark that,

owing to the presence of the cut-off near the shore, the leading order term Ũ0,int,ε now depends
on ε: we set

(4.11) Ũ0,int,ε
def
= uθε(t, ρ)∇⊥

h ρ , i.e. Ũ θ
0,int,ε

def
= uθε(t, ρ) ,

where the function uθε is supported on R+ ×Oε and is an approximation of uθ from (4.6) on

that set. Note that Ũ0,int,ε is divergence free. All the functions appearing in the Ansatz are

now functions of uθε, hence of uθ, to be determined.

In Section 8, we observe that the vector field defined by Ũ0,int,ε+ Ũ
surf
0,BL+ Ũ

bot
0,BL now satisfies

the equality in (4.7), but does not satisfy the divergence free condition. Imposing the equality

div
(
Ũ0,int,ε + Ũ surf

0,BL + εaŨ surf
a,BL + εŨ surf

1,BL + Ũbot
0,BL + εaŨ surf

a,BL + εŨbot
1,BL

)
= 0

allows to determine Ũ surf
a and Ũ surf

a in terms of Ũ0,int,ε and introduces some constraints on Ũ surf
1

and Ũbot
1 .

In Section 9, we observe that the correction made previously to ensure the divergence free
condition leads to the violation of the Dirichlet boundary condition. Thus we introduce a

vector field εŨ1,int,ε at the interior to ensure the Dirichlet boundary condition. Let us notice

that plugging this term εŨ1,int,ε into (SCε) (recall its definition just above Proposition 2.2)

will produce a term of order 1 in ε, namely ez ∧ Ũ1,int,ε. This term determines the equation

satisfied by Ũ0,int,ε and puts in light the Ekman pumping phenomenon. Thanks to Ũ1,int,ε, we

also fully determine the boundary layer terms of order 1, namely Ũ surf
1,BL and Ũbot

1,BL.
Section 10 is devoted to the end of the construction of the full approximate solution cou-

ple (Uapp,ε, Papp,ε), which requires a last correction in order to ensure the divergence free
constraint, yet without violating the Dirichlet boundary conditions.

In Section 11, we prove that the approximated solution constructed in the previous sections
is truly a good approximation of the target profile u, by a precise estimation of the error terms.
This will prove Statement (2.1) of Proposition 2.2. Statements (2.2) and (2.3) are also proved
in that section.

Finally, in Section 12 we check that the couple (Uapp,ε, Papp,ε) not only solves approximately
the linear problem (SCε) (recall the system (SCapp,ε) given in Proposition 2.2), but also the
nonlinear system (NSCε), in some sense. This ends the proof of Propositions 2.2 and 2.3.

5. The interior terms at order 0

The first step of the analysis consists in inserting the first order term of the Ansatz in
velocity and pressure, namely the couple

(
U0,int, P0,int

)
, into the linear equations (SCε), which
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we recall here for the reader’s convenience:

(SCε)


∂tuε − εβ∆uε +

1

ε
ez ∧ uε+ = −1

ε
∇pε ,

uε|t=0 = u0 ,
div uε = 0 and uε|∂Ωφ

= 0 .

Identifying and canceling the highest order terms provides, in the frame
(
∇hρ,∇⊥

h ρ, ez
)
,

−U θ
0,int = −∇hP0,int · ∇hρ

Uρ
0,int = −∇hP0,int · ∇⊥

h ρ

0 = −∂zP0,int

divU0,int = 0 .

Thus as in the proof of Proposition 2.1 we find that

(5.1) U θ
0,int(t, xh, z) = uθ(t, ρ(xh)) , Uρ

0,int = U z
0,int = 0 .

Finally

(5.2) P0,int(t, ρ, z)
def
= −

∫ ρ

0
uθ(t, σ) dσ .

6. The Boundary layers at order 0

We are looking for Uapp,ε as an approximation of U0,int computed in (5.1) above in terms

of an unknown function uθ. As it does not satisfy the boundary conditions, neither on the
surface nor at the bottom, we need to introduce boundary layer corrections for the velocity
field and the pressure, under the form (4.3). In order to determine those corrections, we insert
those terms in the equation (SCε) and try to make each term of the expansion, in powers
of ε−1, equal to 0. As recalled above, from now on all the vector fields will be expressed in
the frame

(
∇hρ,∇⊥

h ρ, ez
)
rather than the usual Cartesian frame.

Let us start with the easier case of the boundary terms on the surface; the computations
are classical (see for instance [8]) and we reproduce them as a warm up. We assume that E/ε

goes to zero with ε. Then the highest order term is the term of power (ε
√
E)−1, appearing

in the equation on the third component of system (SCε): −
1

ε
√
E
∂ζP

surf
0 = 0. This implies

that ∂ζP
surf
0 = 0 , and since P surf

0 tends to 0 when ζ tends to −∞,

(6.1) P surf
0,BL = 0 .

Next, we want to cancel the next terms concerning the top boundary layer, in (SCε) and on
the equation on the divergence. This implies the relations

−εβ
E
∂2ζU

ρ,surf
0 − 1

ε
U θ,surf
0 = 0

−εβ
E
∂2ζU

θ,surf
0 +

1

ε
Uρ,surf
0 = 0

−εβ
E
∂2ζU

z,surf
0 = − 1√

E
∂ζP

surf
1

− 1√
E
∂ζU

z,surf
0 = 0 .

18



The first two equations imply that the two terms
εβ

E
and

1

ε
must be equivalent. This justifies

the choice

(6.2) E
def
= 2βε2 ,

which is the classical definition of the Ekman number. The system thus becomes

(6.3)



−1

2
∂2ζU

ρ,surf
0 − U θ,surf

0 = 0

−1

2
∂2ζU

θ,surf
0 + Uρ,surf

0 = 0

−1

2
∂2ζU

z,surf
0 = − 1√

2β
∂ζP

surf
1

− 1√
2β
∂ζU

z,surf
0 = 0 .

Using again the fact that the boundary layer functions have fast decay at infinity, we infer that

(6.4) U z,surf
0 ≡ 0 and P surf

1 ≡ 0 .

The above system then becomes

(6.5)


−1

2
∂2ζU

ρ,surf
0 − U θ,surf

0 = 0

−1

2
∂2ζU

θ,surf
0 + Uρ,surf

0 = 0 .

Let us look for U surf
0,BL in the basis

(
∇hρ,∇⊥

h ρ, ez
)
, under the form(

Uρ,surf
0

U θ,surf
0

)
=M surf(ζ)

(
0
uθ ,

)
where uθ is the function introduced above in (4.6), to be determined. The matrix M surf(ζ)
will be determined in the following steps. System (6.5) becomes

(6.6)


−1

2

d2

dζ2
M surf(ζ) +RM surf(ζ) = 0

M surf(0) = − IdR2 and M surf(−∞) = 0 ,

where the rotation matrix R is defined by R =

(
0 −1
1 0

)
. The solution to System (6.6)

is M surf(ζ) = −eζ
(
cos ζ − sin ζ
sin ζ cos ζ

)
. This implies

(6.7)

U surf
0 (t, ρ, ζ) = −uθ(t, ρ)eζ

− sin ζ
cos ζ
0

 , thus

U surf
0,BL(t, ρ, z) = −uθ(t, ρ)e

z√
E


− sin

(
z√
E

)
cos

(
z√
E

)
0

 in the basis
(
∇hρ,∇⊥

h ρ, ez
)
.

Now, let us study the boundary layer terms at the bottom. Again, we start by considering
the terms of order −2 , assuming a priori that δ is of order 0: the equation on the third
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component of (SCε) ensures that
1

εδ
√
E
∂ζP

bot
0 ≡ 0, thus ∂ζP

bot
0 is identically 0. Since P bot

0

must vanish for ζ = −∞, we find

(6.8) P bot
0,BL = 0 .

Next, we compute the term of order −1 in the equation of the bottom boundary layer. As
for the surface case, we want to cancel the terms of order −1 of the equation at the bottom
boundary layer and of the divergence of Ubot

0,BL. Using Formula (4.4) and its corollary (4.5)
about the divergence, we infer that

(BL)bot



−1 + ϕ′2

2δ2
∂2ζU

ρ,bot
0 − U θ,bot

0 =
ϕ′

δ
√
2β
∂ζP

bot
1

−1 + ϕ′2

2δ2
∂2ζU

θ,bot
0 + Uρ,bot

0 = 0

−1 + ϕ′2

2δ2
∂2ζU

z,bot
0 =

1

δ
√
2β
∂ζP

bot
1

− ϕ′

δ
√
2β
∂ζU

ρ,bot
0 − 1

δ
√
2β
∂ζU

z,bot
0 = 0 .

Because the boundary layer functions have value 0 at −∞, the last two equations become

(6.9) U z,bot
0 = −ϕ′Uρ,bot

0 and P bot
1 = −

√
2β

2

1 + ϕ′2

δ
ϕ′∂ζU

ρ,bot
0 .

Remark 6.1. Because of Equation (6.9), we see that the pressure term P bot
1,BL is not identi-

cally 0. This marks a difference with the classical case of a flat bottom, see Formula (6.4).

Relation (6.9) allows to recast the above system in the following reduced form:
−1 + ϕ′2

2δ2
∂2ζU

ρ,bot
0 − U θ,bot

0 =
ϕ′2(1 + ϕ′2)

2δ2
∂2ζU

ρ,bot
0

−1 + ϕ′2

2δ2
∂2ζU

θ,bot
0 + Uρ,bot

0 = 0 ,

which in turn writes as

(6.10)


−(1 + ϕ′2)2

2δ2
∂2ζU

ρ,bot
0 − U θ,bot

0 = 0

−1 + ϕ′2

2δ2
∂2ζU

θ,bot
0 + Uρ,bot

0 = 0 .

We reduce the above 2×2 linear system of order 2 to a linear ordinary differential equation
of order 4, that is

∂4ζU
θ,bot
0 = − 4δ4

(1 + ϕ′2)3
U θ,bot
0 .

Looking for the function Ubot
0 under the form v(ρ)g(ζ), we see that the only choice for δ is

(6.11) δ4 = (1 + ϕ′2)3 i.e. δ
(
ρ(xh)

)
=
(
1 + (ϕ′)2

(
ρ(xh)

)) 3
4
.

Moreover, the solutions of the ordinary differential equation ω(4) = −4ω are of the form ω =∑
± e

±ζ
(
A± cos ζ +B± sin ζ

)
. As the function U θ,bot

0 must tend to 0 when ζ tends to −∞, it
must be the form

U θ,bot
0 = eζ

(
A cos ζ +B sin ζ

)
.
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As we have (∂2ζU
θ,bot
0 )|ζ=0 = 0 by the second equation in (6.10), we deduce that B = 0. In

addition, the fact that U θ,bot
0 (t, ρ, 0) = −uθ(t, ρ) implies that U θ,bot

0 (t, ρ, ζ) = −uθ(t, ρ)eζ cos ζ.
In the end, we get the formula, as usual expressed in the reference frame

(
∇hρ,∇⊥

h ρ, ez
)
,

Ubot
0 (t, ρ, ζ) = −uθ(t, ρ)eζ

−δ−
2
3 sin ζ

cos ζ

ϕ′δ−
2
3 sin ζ

 ,

which can also be written, again in the basis
(
∇hρ,∇⊥

h ρ, ez
)
, as

(6.12) Ubot
0,BL(t, ρ, z) = −uθ(t, ρ)e−

z+ϕ

δ
√
E


δ−

2
3 sin

(
z + ϕ

δ
√
E

)
cos

(
z + ϕ

δ
√
E

)
−ϕ′δ−

2
3 sin

(
z + ϕ

δ
√
E

)

 .

Recall that ϕ = ϕ(ρ) and δ = δ(ρ) in the formulas above, as well as E = 2βε2.
Finally, returning to the approximate pressure, we recall that

P surf
0,BL = P surf

1,BL = P bot
0,BL = 0

and we have, thanks to (6.9),

(6.13) P bot
1,BL(xh, z) = −

√
2β

2

1 + ϕ′2

δ
5
3

ϕ′uθ(t, ρ)e
− z+ϕ

δ
√
E

(
sin
(z + ϕ

δ
√
E

)
+ cos

(z + ϕ

δ
√
E

))
.

7. The cut-off of boundary layers of order 0 near the shore

In this section, we introduce a cut-off near the shore, in order to restrict xh to Oε, the part
of the ocean with depth greater than or equal to 2ε1−a, recall Definition (4.8) above. Let us
consider a non-negative function χ of D([0, 1[) with value 1 in a neighbourhood of [0, 1/2],
and let us define the function

(7.1) uθε(t, ρ)
def
=

(
1− χ

(ϕ(ρ)
ε1−a

))
uθ(t, ρ) ,

where uθ(t, ρ) is the function appearing in (4.6) and which has to be determined. Let us
observe that

Suppuθε ⊂ Oε .

Accordingly we set, as presented in (4.11),

(7.2) Ũ0,int,ε(t, xh, z)
def
= uθε(t, ρ(xh))∇⊥

h ρ(xh) ,

and (5.2) becomes

(7.3) P̃0,int,ε(t, ρ, z)
def
= −

∫ ρ

0
uθε(t, σ) dσ .
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Then, in agreement with (6.7), (6.12) and (4.9), we define

(7.4)

Ũ surf
0,BL(t, ρ, z)

def
= −uθε(t, ρ)χ

(
− z

ε1−a

)
e

z√
E


− sin

(
z√
E

)
cos

(
z√
E

)
0

 and

Ũbot
0,BL(t, ρ, z)

def
= −uθε(t, ρ)χ

(
z + ϕ

ε1−a

)
e
− z+ϕ

δ
√
E


δ−

2
3 sin

(
z + ϕ

δ
√
E

)
cos

(
z + ϕ

δ
√
E

)
−ϕ′δ−

2
3 sin

(
z + ϕ

δ
√
E

)

 .

and the corresponding profiles

(7.5)

Ũ surf
0 (t, ρ, ζ1, ζ2)

def
= −uθε(t, ρ)χ(ζ2)eζ1

− sin ζ1
cos ζ1
0

 and

Ũbot
0 (t, ρ, ζ1, ζ2)

def
= −uθε(t, ρ)χ(ζ2)eζ1

−δ−
2
3 sin ζ1

cos ζ1

ϕ′δ−
2
3 sin ζ1

 ,

where we recall that the components of the vectors refer to the basis
(
∇hρ,∇⊥

h ρ, ez
)
. From

now on, we denote by ζ1 the boundary layer variable, and by ζ2 the cut-off variable. The main
interest of introducing the cut-off χ is given by the following proposition.

Proposition 7.1. With the above notation, one has(
Ũ0,int,ε + Ũ surf

0,BL + Ũbot
0,BL

)
|∂Ωϕ

= 0 ,

and the supports of Ũ surf
0,BL and Ũbot

0,BL are disjoint.

Proof. By construction, we already know that

(Ũ0,int,ε + Ũ surf
0,BL)|z=0 = (Ũ0,int,ε + Ũbot

0,BL)|z=−ϕ = 0 .

Let us check that Ũ surf
0,BL|z=−ϕ

= Ũbot
0,BL|z=0

= 0. As a matter of fact, we notice that, for any ρ

in ϕ−1([2ε1−a, H]), the following properties hold true:

(7.6)
z ≥ −ε1−a =⇒ z + ϕ(ρ) ≥ ϕ(ρ)− ε1−a ≥ ε1−a and

z + ϕ(ρ) ≤ ε1−a =⇒ z ≤ ε1−a − ϕ(ρ) ≤ −ε1−a.

These properties imply that the support of the two boundary layers Ũ surf
0,BL and Ũbot

0,BL are

disjoint if the support of uθε is included in R+ ×Oε. Indeed, we have

z ≥ −ε1−a =⇒ χ

(
z + ϕ(ρ)

ε1−a

)
= 0 and

z + ϕ(ρ) ≤ ε1−a =⇒ χ

(
− z

ε1−a

)
= 0 ,

thus concluding the proof of the proposition. 2
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8. The divergence free condition at order 0 and boundary layer terms of
order a and 1

As the support of the two boundary layers Ũ surf
0,BL and Ũbot

0,BL are disjoint (see Proposition 7.1),
these two terms do not interact with each other. However, as we shall see below, the intro-
duction of the cut-off entails the appearance of new terms of order ε−1+a when computing
the divergence of the boundary layers. In order to cancel out those terms, we must “correct”
again our Ansatz. Thus, adopting the notation introduced before Proposition 7.1, we shall
look for the approximate solution Uapp,ε under the form (4.10), namely

Ũ0,int,ε + Ũ surf
0,BL + Ũbot

0,BL + εaŨ surf
a,BL + εaŨbot

a,BL + εŨ1,int,ε + εŨ surf
1,BL + εŨbot

1,BL + . . . .

Recall that the terms Ũ0,int,ε, Ũ
surf
0,BL and Ũbot

0,BL have already been computed in (7.2) and (7.4)

(modulo the expression of uθ, which will be determined later). We now look for the other
terms of the expansion, in order for the divergence to vanish.

Notice that the vector field U0,int,ε is divergence free. So let us check how far we are from

canceling the divergence of Uapp,ε by computing the quantities Divsurfε and Divbotε respectively
defined by

(8.1)
(Divsurfε )BL

def
= div

(
Ũ surf
0,BL + εaŨ surf

a,BL + εŨ surf
1,BL

)
and

(Divbotε )BL
def
= div

(
Ũbot
0,BL + εaŨbot

a,BL + εŨbot
1,BL

)
.

We point out that, throughout this section, all the computations will be performed in the
set of variables

(
t, xh, ζ1, ζ2

)
(or

(
t, ρ(xh), ζ1, ζ2

)
when convenient), as introduced in the nota-

tion (4.9).

We start by considering the divergence at the surface of the ocean. By definition (7.5) of the
boundary layers and using Formula (4.2) for the divergence, assuming that the θ-components

of Ũ surf
a and Ũ surf

1 are of the form

Ũ θ,surf
a = Ũ θ,surf

a (t, ρ, ζ1, ζ2) and Ũ θ,surf
1 = Ũ θ,surf

1 (t, ρ, ζ1, ζ2) ,

we get

Divsurfε = divh
(
uθε∇hρ(xh)

)
χ(ζ2)e

ζ1 sin ζ1

+ εa divh
(
Ũρ,surf
a ∇hρ(xh)

)
+ εdivh

(
Ũρ,surf
1 ∇hρ(xh)

)
− ε−1+2a∂ζ2Ũ

z,surf
a − εa∂ζ2Ũ

z,surf
1 + ε−1+a∂ζ1Ũ

z,surf
a +

1√
2β
∂ζ1Ũ

z,surf
1 .

The terms ∂ζ1Ũ
z,surf
a and ∂ζ2Ũ

z,surf
a must therefore be 0. As Ũ z,surf

a must tend to 0 when ζ1
tends to infinity and similarly when ζ2 tends to infinity, we find

(8.2) Ũ z,surf
a,BL = 0 .

Thus the above formula reduces to

Divsurfε = divh
(
uθε∇hρ(xh)

)
χ(ζ2)e

ζ1 sin ζ1 + εa divh
(
Ũρ,surf
a ∇hρ(xh)

)
+ εdivh

(
Ũρ,surf
1 ∇hρ(xh)

)
− εa∂ζ2Ũ

z,surf
1 +

1√
2β
∂ζ1Ũ

z,surf
1 .

In order to cancel the terms of order 0 and a, we need

(8.3)
∂ζ1Ũ

z,surf
1 = −

√
2β divh

(
uθε∇hρ(xh)

)
χ(ζ2)e

ζ1 sin ζ1 and

divh
(
Ũρ,surf
a ∇hρ(xh)

)
= ∂ζ2Ũ

z,surf
1 .
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This gives

(8.4)
Ũ z,surf
1 =

√
2β

2
divh

(
uθε∇hρ(xh)

)
χ(ζ2)e

ζ1(cos ζ1 − sin ζ1) and

Ũρ,surf
a =

√
2β

2
uθεχ

′(ζ2)e
ζ1(cos ζ1 − sin ζ1) .

With these choices, we finally have

(8.5) Divsurfε = εdivh
(
Ũρ,surf
1 ∇hρ(xh)

)
,

that is,

(Divsurfε )BL = εdivh
(
Ũρ,surf
1,BL ∇hρ(xh)

)
.

Note that the function Ũρ,surf
1,BL still has to be fixed.

The case of the boundary layer at the curved bottom requires more care. Again, we assume

that Ũ θ,bot
a and Ũ θ,bot

a take the form

Ũ θ,bot
a = Ũ θ,bot

a (t, ρ, ζ1, ζ2) and Ũ θ,bot
a = Ũ θ,bot

1 (t, ρ, ζ1, ζ2) .

Using (4.5) and (7.5), we can compute

Divbotε = divh
(
Ũρ,bot
0 ∇hρ(xh)

)
− δ′

δ
ζ1∂ζ1Ũ

ρ,bot
0 + εa

(
divh

(
Ũρ,bot
a ∇hρ(xh)

)
− δ′

δ
ζ1∂ζ1Ũ

ρ,bot
a

)
+ ε
(
divh

(
Ũρ,bot
1 ∇hρ(xh)

)
− δ′

δ
ζ1∂ζ1Ũ

ρ,bot
1

)
+ ε−1+a∂ζ2

(
Ũ z,bot
0 + ϕ′Ũρ,bot

0

)
+ ε−1+2a∂ζ2

(
Ũ z,bot
a + ϕ′Ũρ,bot

a

)
+ εa∂ζ2

(
Ũ z,bot
1 + ϕ′Ũρ,bot

1

)
− 1

δ
√
E
∂ζ1
(
Ũ z,bot
0 + ϕ′Ũρ,bot

0

)
− εa

δ
√
E
∂ζ1
(
Ũ z,bot
a + ϕ′Ũρ,bot

a

)
− ε

δ
√
E
∂ζ1
(
Ũ z,bot
1 + ϕ′Ũρ,bot

1

)
.

We know from (6.9) that Ũ z,bot
0 + ϕ′Ũρ,bot

0 = 0. On the other hand, the terms of size ε−1+2a

and of size ε−1+a must vanish, which imposes that the condition

(8.6) Ũ z,bot
a + ϕ′Ũρ,bot

a = 0

must hold true as well. This in turn yields the equality

Divbotε = divh
(
Ũρ,bot
0 ∇hρ(xh)

)
− δ′

δ
ζ1∂ζ1Ũ

ρ,bot
0 + εa

(
divh

(
Ũρ,bot
a ∇hρ(xh)

)
− δ′

δ
ζ1∂ζ1Ũ

ρ,bot
a

)
+ ε
(
divh

(
Ũρ,bot
1 ∇hρ

)
− δ′

δ
ζ1∂ζ1Ũ

ρ,bot
1

)
+ εa∂ζ2

(
Ũ z,bot
1 + ϕ′Ũρ,bot

1

)
− 1

δ
√
2β
∂ζ1
(
Ũ z,bot
1 + ϕ′Ũρ,bot

1

)
.

The fact that the terms of size 0 and εa must vanish gives

(8.7)
∂ζ1
(
Ũ z,bot
1 + ϕ′Ũρ,bot

1

)
= δ
√

2β
(
divh

(
Ũρ,bot
0 ∇hρ(xh)

)
− δ′

δ
ζ1∂ζ1Ũ

ρ,bot
0

)
and

∂ζ2
(
Ũ z,bot
1 + ϕ′Ũρ,bot

1

)
= −divh

(
Ũρ,bot
a ∇hρ(xh)

)
+
δ′

δ
ζ1∂ζ1Ũ

ρ,bot
a .

Observe that the components of Ũbot
0 are already known thanks to (7.5). Our goal consists in

solving the previous equations in order to find the precise expressions of Ũbot
a and Ũbot

1 .
Let us focus on the first equation appearing in (8.7). The point is to write the term

divh
(
Ũρ,bot
0 ∇hρ(xh)

)
− δ′

δ
ζ1∂ζ1Ũ

ρ,bot
0
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as the sum of a function of ζ1 and ζ2, times the horizontal divergence of a vector field of the
type g(ρ)∇hρ, plus the derivative of a function of ζ which vanishes both at −∞ and at 0. Let
us observe that, as ζ1∂ζ1f(ζ1) = ∂ζ1(ζ1f(ζ1))− f(ζ1), the first equation of (8.7) becomes

(8.8) ∂ζ1
(
Ũ z,bot
1 + ϕ′Ũρ,bot

1

)
=
√

2β
(
δ divh

(
Ũρ,bot
0 ∇hρ(xh)

)
+ δ′Ũρ,bot

0 − δ′∂ζ1
(
ζ1Ũ

ρ,bot
0

))
.

Remark that, as |∇hρ(xh)|2 = 1, we can write

δ′Ũρ,bot
0 = δ′Ũρ,bot

0 |∇hρ(xh)|2 = Ũρ,bot
0 ∇hρ · ∇h(δ(ρ)) .

Plugging this expression into (8.8) and using (7.5) yield

∂ζ1
(
Ũ z,bot
1 + ϕ′Ũρ,bot

1

)
=
√

2βχ(ζ2)e
ζ1 divh

(
δ

1
3uθε(t, ρ)∇hρ

)
sin ζ1

−
√
2β

δ′

δ
2
3

uθε(t, ρ)χ(ζ2)∂ζ1
(
ζ1e

ζ1 sin ζ1
)
.

By integration and because the functions must vanish at ζ1 = −∞, we finally infer that

Ũ z,bot
1 + ϕ′Ũρ,bot

1 = −
√
2β

2
divh

(
δ

1
3uθε(t, ρ)∇hρ

)
χ(ζ2)e

ζ1(cos ζ1 − sin ζ1)

−
√

2β
δ′

δ
2
3

uθε(t, ρ)χ(ζ2)ζ1e
ζ1 sin ζ1 .

In order to solve the second equation of (8.7), we start by computing

∂ζ2
(
Ũ z,bot
1 + ϕ′Ũρ,bot

1

)
= −

√
2β

2
divh

(
δ

1
3uθε(t, ρ)∇hρ

)
χ′(ζ2)e

ζ1(cos ζ1 − sin ζ1)

−
√

2β
δ′

δ
2
3

uθε(t, ρ)χ
′(ζ2)ζ1e

ζ1 sin ζ1 .

Similarly as above, we can write the right-hand side as

− divh
(
Ũρ,bot
a ∇hρ(xh)

)
+
δ′

δ
ζ1∂ζ1Ũ

ρ,bot
a

= −
(
divh

(
Ũρ,bot
a ∇hρ(xh)

)
+
δ′

δ
Ũρ,bot
a

)
+
δ′

δ
∂ζ1
(
ζ1Ũ

ρ,bot
a

)
= −1

δ

(
δ divh

(
Ũρ,bot
a ∇hρ(xh)

)
+ δ′Ũρ,bot

a

)
+
δ′

δ
∂ζ1
(
ζ1Ũ

ρ,bot
a

)
= −1

δ
divh

(
δŨρ,bot

a ∇hρ(xh)
)
+
δ′

δ
∂ζ1
(
ζ1Ũ

ρ,bot
a

)
.

Using those relations, we can write the second equation in (8.7) in the following way:

− divh
(
δŨρ,bot

a ∇hρ(xh)
)
+ δ′∂ζ1

(
ζ1Ũ

ρ,bot
a

)
= −

√
2β

2
δ divh

(
δ

1
3uθε(t, ρ)∇hρ

)
χ′(ζ2)e

ζ1(cos ζ1 − sin ζ1)

−
√
2β δ

1
3 δ′uθε(t, ρ)χ

′(ζ2)ζ1e
ζ1 sin ζ1

= −
√
2β

2
divh

(
δ

4
3uθε(t, ρ)∇hρ

)
χ′(ζ2)e

ζ1(cos ζ1 − sin ζ1)

−
√
2β

2
δ

1
3 δ′uθε(t, ρ)χ

′(ζ2)ζ1e
ζ1 sin ζ1 .

Therefore we set

Ũρ,bot
a =

√
2β

2
δ

1
3uθε(t, ρ)χ

′(ζ2)e
ζ1(cos ζ1 − sin ζ1) .

25



All in all, recalling also (8.6), with the choice

(8.9)

Ũρ,bot
a = −

√
2β

2
δ

1
3uθεχ

′(ζ2)e
ζ1(cos ζ1 − sin ζ1)

Ũ z,bot
a = ϕ′

√
2β

2
δ

1
3uθεχ

′(ζ2)e
ζ1(cos ζ1 − sin ζ1) and

Ũ z,bot
1 + ϕ′Ũρ,bot

1 = −
√
2β

2
divh

(
δ

1
3uθε(t, ρ)∇hρ

)
χ(ζ2)e

ζ1(cos ζ1 − sin ζ1)

−
√
2β

δ′

δ
2
3

uθεχ(ζ2)ζ1e
ζ1 sin ζ1 ,

we infer that

(8.10) Divbotε = ε
(
divh

(
Ũρ,bot
1 ∇hρ

)
− δ′

δ
ζ1∂ζ1Ũ

ρ,bot
1

)
.

Observe that the function Ũρ,bot
1 still has to be found (as well as other correctors to ensure

that the divergence is exactly zero).

To conclude this part, we set

(8.11) Ũ θ,surf
a = Ũ θ,bot

a = Ũ θ,surf
1 = Ũ θ,bot

1 = 0 ,

so that, finally,

Ũ surf
a =


√
2β

2
uθεχ

′(ζ2)e
ζ1(cos ζ1 − sin ζ1)

0
0

 and

Ũbot
a =


−
√
2β

2
δ

1
3uθεχ

′(ζ2)e
ζ1(cos ζ1 − sin ζ1)

0

ϕ′
√
2β

2
δ

1
3uθεχ

′(ζ2)e
ζ1(cos ζ1 − sin ζ1)


and, as for Ũbot

1 and Ũbot
1 , the θ components vanish, Ũ z,surf

1 is given by (8.4), and Ũ z,bot
1

and Ũρ,bot
1 are related by (8.9). Returning to the original variables,

(8.12)

Ũ surf
a,BL = uθε


√
2β

2
χ′
(
− z

ε1−a

)
e

z√
E (cos

z√
E

− sin
z√
E
)

0
0

 and

Ũbot
a,BL = uθε


−
√
2β

2
δ

1
3χ′
(
z + ϕ

ε1−a

)
e
− z+ϕ

δ
√
E

(
cos
(z + ϕ

δ
√
E

)
+ sin

(z + ϕ

δ
√
E

))
0

ϕ′
√
2β

2
δ

1
3χ′
(
z + ϕ

ε1−a

)
e
− z+ϕ

δ
√
E

(
cos
(z + ϕ

δ
√
E

)
+ sin

(z + ϕ

δ
√
E

))
 .

Remark 8.1. It follows from the definitions given in (8.9) that the terms Ũ surf
a,BL and Ũbot

a,BL

satisfy the Dirichlet boundary condition, owing to Proposition 7.1. Moreover, these terms are
exponentially small as well as all their derivatives, as

(8.13) e
z√
E

∣∣∣∣χ′
(
− z

ε1−a

)∣∣∣∣ ≤ Ce−
√
2β
2

ε−a
and e

− z+ϕ

δ
√
E

∣∣∣∣χ′
(
z + ϕ

ε1−a

)∣∣∣∣ ≤ Ce
−

√
2β

2(1+∥δ∥L∞ )
ε−a

.
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9. The Dirichlet boundary condition at order 1 and interior terms of order 1

The previous section led the divergence to be small thanks to new correctors, but now the
Dirichlet boundary condition is no longer satisfied. Indeed, Relations (8.4) and (8.9) applied
on the boundary give

(9.1)
Ũ z,surf
1,BL (t, ρ, 0) =

√
2β

2
divh

(
uθε(t, ρ)∇hρ

)
and

Ũ z,bot
1,BL (t, ρ,−ϕ(ρ)) + ϕ′Ũρ,bot

1,BL (t, ρ,−ϕ(ρ)) = −
√
2β

2
divh

(
δ

1
3uθε(t, ρ)∇hρ

)
.

The boundary condition at order 1 will be ensured by the introduction of terms of order 1 at

the interior, namely εŨ1,int,ε and εP̃1,int,ε, which we are now going to compute.

At first glance, it seems natural to look for Ũ1,int,ε as a function of (t, ρ, z). Of course, the

vector field Ũ1,int,ε must be divergence free, which imposes, because of Formula (4.2),

div Ũ1,int,ε = divh Ũ
h
1,int,ε + ∂zŨ

z
1,int,ε

= ∂ρŨ
h
1,int,ε + Ũh

1,int,ε∆hρ+ ∂zŨ
z
1,int,ε.

However, the remark after Equation (2.5) points out the fact that, except in the particular
radial case when ρ(xh) = |xh|, the laplacian of ρ is never a function of ρ. Thus, we look for

the vector field Ũ1,int,ε of the form

Ũ1,int,ε(t, xh, z) =

Ũ
ρ
1,int,ε(t, ρ(xh), z)

Ũ θ
1,int,ε(t, ρ(xh), z)

Ũ z
1,int,ε(t, xh, z)


in the basis

(
∇hρ,∇⊥

h ρ, ez
)
, that is, only the “radial” and “azimuthal” components, Ũρ

1,int,ε

and Ũ θ
1,int,ε respectively, are assumed to depend on ρ, whereas the vertical component Ũ z

1,int,ε

may depend on xh in a free way. Imposing the divergence free constraint over Ũ1,int,ε gives
the relation

(9.2) divh
(
Ũρ
1,int,ε∇hρ

)
+ ∂zŨ

z
1,int,ε = 0 .

On the other hand, we notice that the gradient of P̃1,int,ε writes as

∇P̃1,int,ε = ∂ρP̃1,int,ε∇hρ+ ∂zP̃1,int,εez .

We deduce that the terms of order 0 in the interior must satisfy the equations

(9.3) ∂ρP̃1,int,ε − Ũ θ
1,int,ε = 0

on the ∇hρ component (where we have used that
(
∇⊥

h ρ
)⊥

= −∇hρ) and

(9.4) ∂tu
θ
ε + Ũρ

1,int,ε = 0

on the ∇⊥
h ρ component. We see that those two equations are independent one from the other.

At the same time, the z component of the system reduces to the equation ∂zP̃1,int,ε = 0,

thus P̃1,int,ε = P̃1,int,ε(t, ρ). Therefore, in (9.3) we make the simple choice Ũ θ
1,int,ε = 0, that is

(9.5) P̃1,int,ε = 0 .

In Equation (9.4), instead, we use the fact that uθε = uθε(t, ρ), see (7.1), to deduce that ∂zŨ
ρ
1,int,ε =

0, hence Ũρ
1,int,ε = Ũρ

1,int,ε(t, ρ). Since this function must be equal to −Ũρ,surf
1,BL |z=0

at the surface
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and to −Ũρ,bot
1,BL |z=−ϕ

at the bottom in order to enforce the Dirichlet boundary condition, in

turn we get the fundamental equality

Ũρ,surf
1,BL |z=0

= Ũρ,bot
1,BL |z=−ϕ

.

Using also Relation (9.2) and the first equality in (9.1), we finally infer the form of Ũ1,int,ε,
namely

(9.6)

Ũ1,int,ε(t, xh, z) =

 −Ũρ,surf
1,BL (t, ρ, 0)

0

−Ũ z,surf
1,BL (t, ρ, 0) + z divh

(
Ũρ,surf
1,BL (t, ρ, 0)∇hρ

)


=


−Ũρ,bot

1,BL (t, ρ,−ϕ)
0

−
√
2β

2
divh

(
uθε∇hρ

)
+ z divh

(
Ũρ,surf
1,BL (t, ρ, 0)∇hρ

)
 ,

where we recall that the expression is given in the basis
(
∇hρ,∇⊥

h ρ, ez
)
of R3. Observe that,

obviously, we have

Ũρ
1,int(t, ρ, 0) = Ũρ

1,int(t, ρ,−ϕ(ρ)) = − Ũρ,surf
1,BL |z=0

= − Ũρ,bot
1,BL |z=−ϕ

,

and also Ũ z
1,int(t, ρ, 0) = −Ũ z,surf

1 (t, ρ, 0). To ensure the full Dirichlet boundary conditions, we

must have Ũ z
1,int(t, ρ,−ϕ) = −Ũ z,bot

1 (t, ρ, 0), which gives

(9.7) Ũ z,bot
1 (t, ρ, 0) =

√
2β

2
divh

(
uθε∇hρ

)
+ ϕ(ρ) divh

(
Ũρ,surf
1 (t, ρ, 0)∇hρ

)
.

Plugging this expression in the third equation of (8.9) yields

ϕ(ρ) divh
(
Ũρ,bot
1 (t, ρ, 0)∇hρ

)
+ ϕ′Ũρ,bot

1 (t, ρ, 0) = −
√
2β

2
divh

(
(1 + δ

1
3 )uθε(t, ρ)∇hρ

)
.

Arguing similarly as we did after Equation (8.8), we see that the left-hand side of the previous
relation can be written as a total divergence:

ϕ(ρ) divh
(
Ũρ,bot
1 (t, ρ, 0)∇hρ

)
+ ϕ′Ũρ,bot

1 (t, ρ, 0) = divh
(
ϕ(ρ) Ũρ,bot

1 (t, ρ, 0) ∇hρ
)
.

This implies that

(9.8) Ũρ,surf
1 (t, ρ, 0) = Ũρ,bot

1 (t, ρ, 0) = −λϕ(ρ)uθε(t, ρ) ,
where the function λϕ has been defined in (1.11). We recall its definition here:

(9.9) λϕ(r)
def
=

√
2β

ϕ(r)

1 + 4
√
1 + ϕ′2(r)

2
·

In the end, using also (9.6), we see that the vector field Ũ1,int,ε is given, in the coordinate

framework
(
∇hρ,∇⊥

h ρ, ez
)
, by the formula

(9.10) Ũ1,int,ε(t, xh, z) =


λϕ(ρ)u

θ
ε(t, ρ)
0

−
√
2β

2
divh

(
uθε(t, ρ)∇hρ

)
− z divh

(
λϕ(ρ)u

θ
ε(t, ρ)∇hρ

)
 .

This point is very important, because it allows us to determine the function uθ, hence uθε.
Indeed, inserting the expression for the “radial” component (i.e. the component along ∇hρ)
into Equation (9.4) and recalling the definition of uθε from (7.1), we find

(9.11) ∂tu
θ + λϕ(ρ)u

θ = 0 , which gives uθ(t, ρ) = e−tλϕ(ρ) uθ0(ρ) ,
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in agreement with Formula (9.9).

Before going further, let us sum up the formulas which we have found for the terms (both
boundary layer and interior terms) of order 1. In doing so, we shall also introduce a suitable
cut-off function, whose importance will clearly appear in the next section.

Let us consider a function k in D(]− 2, 0]) such that

(9.12) k(ζ) = 1 on [−1, 0] and

∫
R−

k(ζ)dζ =

∫
R−

ζk′(ζ)dζ = 0.

Then, we define the following vector fields, expressed in the system of coordinates related to
the basis

(
∇hρ,∇⊥

h ρ, ez
)
:

(9.13)

Ũ surf
1,BL =


−λϕ(ρ)uθεk

( z√
E

)
0

−
√
2β

2
divh

(
uθε∇hρ

)
χ

(
z + ϕ

ε1−a

)
e

z√
E

(
cos

z√
E

− sin
z√
E

))
 , and

Ũbot
1,BL =



−λϕ(ρ)uθεk
(
− z + ϕ

δ
√
E

)
0

−
√
2β

2
divh

(
δ

1
3uθε∇hρ

)
χ

(
z + ϕ

ε1−a

)
e
− z+ϕ

δ
√
E

(
cos
(z + ϕ

δ
√
E

)
+ sin

(z + ϕ

δ
√
E

))
+ Ubot

1

(
t, ρ,−z + ϕ

δ
√
E
,
z + ϕ

ε1−a

)


with

(9.14) Ubot
1 (ζ1, ζ2)

def
= uθε

(
ϕ′λϕ(ρ)k(ζ1)−

√
2β

2

δ′

δ
2
3

χ(ζ2)ζ1e
ζ1 sin ζ1

)
.

Now, let us define

(9.15) Uapp,ε,1
def
=

1∑
j=0

εj
(
Ũj,int,ε + Ũ surf

j,BL + Ũbot
j,BL

)
+ εa

(
Ũ surf
a,BL + Ũbot

a,BL

)
,

where Ũ0,int,ε =
(
0, uθε, 0) with u

θ
ε given by (9.11), Ũ1,int,ε is given by (9.10), Ũ surf

0,BL and Ũbot
0,BL

by (7.4), Ũ surf
a,BL and Ũbot

a,BL by (8.12), Ũ surf
1,BL by (9.13) and Ũbot

1,BL by (9.13)-(9.14). Observe that,
thanks to Proposition 7.1, we have

(9.16) Uapp,ε,1|∂Ωϕ
= 0.

Let us also recall that, as already observed in Remark 8.1, the two terms Ũ surf
a,BL and Ũbot

a,BL are
exponentially small as well as all their derivatives.

10. The divergence term of order 1 and the boundary layer terms of order 2

We remark that the vector field Uapp,ε,1 defined in (9.15) does not satisfy the divergence
free condition. Indeed, if we compute its divergence, using (8.5) and (8.10) we get

divUapp,ε,1(u
θ
0,ε) = ε

(
divh

(
Ũρ,surf
1 ∇hρ

))
BL

+ ε
(
divh

(
Ũρ,bot
1 ∇hρ

))
BL

− ε
δ′

δ

(
ζ∂ζŨ

ρ,bot
1

)
BL

= −εdivh
(
λϕ(ρ)u

θ
ε∇hρ

)
k

(
z√
E

)
− εdivh

(
λϕ(ρ)u

θ
ε∇hρ

)
k

(
−z + ϕ

δ
√
E

)
+ ε

δ′

δ
λϕ(ρ)u

θ
ε

z + ϕ

δ
√
E
k′
(
−z + ϕ

δ
√
E

)
·

29



At this point, we introduce the functions

Ksurf(ζ)
def
=

∫ 0

ζ
k(σ)dσ , Kbot

0
def
= Ksurf and Kbot

1 (ζ)
def
=

∫ 0

ζ
σk′(σ)dσ ,

where the function k is defined in (9.12). We then define the two boundary layer terms

(10.1)

Ũ surf
2

def
= −

 0
0

divh

(
λϕ(ρ)u

θ
ε(t, ρ)∇hρ

)
Ksurf(ζ1)

 and

Ũbot
2

def
=

 0
0

divh

(
λϕ(ρ)u

θ
ε(t, ρ)∇hρ

)
Kbot

0 (ζ1)−
δ′

δ
λϕ(ρ)u

θ
ε(t, ρ)K

bot
1 (ζ1)

 .

Notice that, because of Conditions (9.12), Ũ surf
2,BL and Ũbot

2,BL vanish on the boundary of Ωϕ.
Therefore, we define the approximate solution Uapp,ε as

(10.2) Uapp,ε
def
= Uapp,ε,1 + ε2Ũ surf

2,BL + ε2Ũbot
2,BL ,

with Uapp,ε,1 given by Formula (9.15). Then, thanks to Relations (9.16) and (10.1), we deduce
that

(10.3) Uapp,ε|∂Ωϕ
= 0 and divUapp,ε = 0 .

We also define

(10.4) Papp,ε
def
= P̃0,int,ε + εP̃ bot

1,BL ,

where, recalling (7.3),

P̃0,int,ε(t, ρ, z)
def
= −

∫ ρ

0
uθε(t, σ) dσ

and, recalling (6.13),

P̃ bot
1,BL(ρ, z) = −

√
2β

2

1 + ϕ′2

δ
5
3

ϕ′uθε(t, ρ)e
− z+ϕ

δ
√
E

(
sin
(z + ϕ

δ
√
E

)
+ cos

(z + ϕ

δ
√
E

))
.

This concludes the construction of the approximate solutions. The next sections are devoted
to the proof of Propositions 2.2 and 2.3.

11. Proof of the linear approximation result

In this section we prove Proposition 2.2, which consists in two types of results: on the one
hand the convergence result (2.1) and the a priori bounds (2.2) and (2.3), and on the other
hand the fact that Uapp,ε satisfies approximately the linear Stokes-Coriolis equation, namely
there is a family of functions (pε)0<ε≤ε0 in L2

loc(R
+;L2(Ωϕ)) such that

Lε

(
Uapp,ε

) def
= ∂tUapp,ε − εβ∆Uapp,ε +

1

ε
ez ∧ Uapp,ε

satisfies

(11.1) lim
ε→0

∥∥∥Lε

(
Uapp,ε

)
+

1

ε
∇pε

∥∥∥
L1(R+;L2(Ωϕ))

= 0 .

Let us start by proving the convergence of the approximate solution. By construction, the
components of Uapp,ε are smooth functions over Ωϕ. Owing to the conditions in (10.3), we
deduce that

(
Uapp,ε

)
0<ε≤ε0

is a family of elements of C1(R+;Vσ).
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11.1. Proof of the convergence result (2.1). To start with, let us prove (2.1), that is

lim
ε→0

∥∥Uapp,ε − u
∥∥
L∞(R+;L2(Ωϕ))

= 0 .

We recall that

Uapp,ε =
2∑

j=0

εjŨj,int,ε +
∑

j∈{0,a,1,2}

εj
(
Ũ surf
j,BL + Ũbot

j,BL

)
,

and u is defined in (1.10) and (1.11): u =
(
uh(t, xh), 0

)
, where uh = uθ(t, ρ)∇⊥

h ρ and uθ given
by (9.11), namely

uθ(t, ρ) = e−tλϕ(ρ) uθ0(ρ) , with λϕ(ρ) =

√
2β

ϕ(ρ)

1 + 4
√
1 + ϕ′2(ρ)

2
·

We start by estimating the difference between the first term Ũ0,int,ε and the asymptotic
velocity profile u. Recall that, by (7.1) and (7.2), one has

Ũ0,int,ε(t, xh) = uθε(t, ρ(xh)) ∇⊥
h ρ(xh) =

(
1− χ

(ϕ(ρ(xh))
ε1−a

))
uθ(t, ρ(xh)) ∇⊥

h ρ(xh) .

with uθ defined just above. Now we notice that, by definition of λϕ and thanks to (1.8), one
has

λϕ(ρ) =

√
2β

ϕ(ρ)

1 + 4
√

1 + ϕ′2(ρ)

2
≥

√
2β

ϕ(ρ)
≥

√
2β

H

def
= λ ,

so, for any non-negative time t, we can bound∥∥Ũ0,int,ε(t)− u(t)
∥∥2
L2(Ωϕ)

≤ e−2λt

∫
O

(∫ 0

−ϕ(ρ)
dz
)
χ2
(ϕ(ρ(xh))

ε1−a

)
|uθ0(ρ(xh))|2dxh

≤ e−2λt

∫
O
ϕ(ρ(xh))χ

2
(ϕ(ρ(xh))

ε1−a

)
|uθ0(ρ(xh))|2dxh

≤ ε1−ae−2λt

∫
O

ϕ(ρ(xh))

ε1−a
χ2
(ϕ(ρ(xh))

ε1−a

)
|uθ0(ρ(xh))|2dxh .

We infer that, for any non negative t,

(11.2)
∥∥Ũ0,int,ε(t)− u(t)

∥∥
L2(Ωϕ)

≤ Cε
1−a
2 e−λt∥uθ0 ◦ ρ∥L2 ,

whence we immediately deduce that

(11.3)
∥∥Ũ0,int,ε − u

∥∥
L∞(R+;L2(Ωϕ))

≤ Cε
1−a
2 ∥u0∥L2(O) ,

which converges to zero since a is less than 1.

Now let us turn to the other terms defining Uapp,ε. The estimates of the boundary layer
terms on the surface are classical, we refer for instance to Section 7.1 of [8]. We shall perform
all the estimates here for completeness, and because of the presence of the cut-off at the shore,
which entails some additional difficulties. We shall rely on the following lemma. We notice
indeed that all the terms in the expansion are functions of uθε or uθε/ϕ, and of their horizontal
derivatives. The following lemma provides estimates of general expressions that appear in the
definitions of those terms, and we will be using it many times in the following. Its proof is
postponed to Appendix A.

Lemma 11.1. Let m0 be a given integer and let Q = Q(xh, ·) be a polynomial of degree m0

in its second variable, which writes under the form

Q(xh, X) =

m0∑
j=0

Qj

(
ρ(xh)

)
Xj ,
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where the coefficients Qj(ρ) are smooth functions of ρ, bounded as well as all their derivatives.
Let us define

Fε(t, xh)
def
= e−tλϕ(ρ(xh))

(
1− χ

(ϕ(ρ(xh))
ε1−a

))
Q
(
xh,

1

ϕ
(
ρ(xh)

)) .
Then for any integer k, a constant Ck exists such that, for any ε small enough, the following
estimate holds true: given any multi-index α ∈ N2, with |α| = k, one has∣∣∂αxh

Fε(t, xh)
∣∣ ≤ Cke

−λ
2
tε−(k+m0)(1−a) sup

γ≤|α|
0≤j≤m0

|∂γρQj(ρ)| ,

where λ
def
=

√
2β/H.

Our goal is to apply Lemma 11.1 to estimate the remaining terms entering the definition
of Uapp,ε. Notice that all these terms are written in the basis

(
∇hρ(xh),∇⊥

h ρ(xh), ez
)
. Since ρ

is smooth and bounded as well as all its derivatives, we can ignore the contribution of the
basis vectors in the estimates (although they are not functions of ρ only), and therefore apply
Lemma 11.1 to the components of those terms.

For the sake of completeness, let us start by considering the term Ũ0,int,ε. As recalled above,
there holds

(11.4) Ũ0,int,ε(t, xh) =

(
1− χ

(ϕ(ρ(xh))
ε1−a

))
e−tλϕ(ρ(xh)) uθ0(ρ(xh)) ∇⊥

h ρ(xh) .

Let us apply Lemma 11.1: we notice that m0 = 0 and each component of Ũ0,int,ε(t, xh) in the

basis
(
∇hρ(xh),∇⊥

h ρ(xh), ez
)
is of the required form, with

Q0(ρ) = uθ0(ρ) .

It follows that

(11.5)

sup
|α|=k

∥∥∂αxh
Ũ0,int,ε(t, ·)

∥∥
L2(Ωϕ)

≤ Ce−
λ
2
tε−k(1−a)∥u0∥Hk(O) ,

sup
|α|=k

∥∥∂αxh
Ũ0,int,ε(t, ·)

∥∥
L∞(Ωϕ)

≤ Ce−
λ
2
tε−k(1−a)∥u0∥Wk,∞(O) .

Observe that, when k > 0, the right-hand side of the previous estimates becomes unbounded
when ε approaches 0. In particular, when proving (2.2) in the next subsection, we will need
to improve the above L∞ bound for k = 1: as we will see, the assumption on the structure of
the initial datum, i.e. the fact that u0/ϕ belongs to L∞(O), plays a crucial role.

Similarly, recalling their definition in (7.4), Ũ surf
0,BL and Ũbot

0,BL correspond to m0 = 0, and Q0

is of the form

χ

(
− z

ε1−a

)(
e

z√
E + e

− z+ϕ

δ
√
E

)
uθ0(ρ) ∇⊥

h ρ(xh) ,

multiplied by oscillating functions of z/
√
E and (z + ϕ)/δ

√
E at the surface and at the bot-

tom respectively. At the surface these oscillating functions are bounded as well as all their
horizontal derivatives. In contrast, at the bottom horizontal derivatives produce factors of
the order 1/

√
E. Thanks to the exponential decay in z and bounding all the terms by the

worst contribution (which produces a factor ε−1 each time a horizontal derivative acts on an
oscillating term), we infer that

(11.6)

sup
|α|=k

(∥∥∂αxh
Ũ surf
0,BL(t, ·)

∥∥
L2(Ωϕ)

+
∥∥∂αxh

Ũbot
0,BL(t, ·)

∥∥
L2(Ωϕ)

)
≤ Ce−

λ
2
tε

1
2
−k∥u0∥Hk(O) ,

sup
|α|=k

(
∥∂αxh

Ũ surf
0,BL(t, ·)

∥∥
L∞(Ωϕ)

+
∥∥∂αxh

Ũbot
0,BL(t, ·)

∥∥
L∞(Ωϕ)

)
≤ Ce−

λ
2
tε−k∥u0∥Wk,∞(O) .
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Similarly, by (8.12), we deduce
(11.7)

sup
|α|=k

(∥∥∂αxh
Ũ surf
a,BL(t, ·)

∥∥
L2(Ωϕ)

+
∥∥∂αxh

Ũbot
a,BL(t, ·)

∥∥
L2(Ωϕ)

)
≤ Ce−

λ
2
tε

1
2
−k(2−a)∥u0∥Hk(O) ,

sup
|α|=k

(∥∥∂αxh
Ũ surf
a,BL(t, ·)

∥∥
L∞(Ωϕ)

+
∥∥∂αxh

Ũbot
a,BL(t, ·)

∥∥
L∞(Ωϕ)

)
≤ Ce−

λ
2
tε−k(2−a)∥u0∥Wk,∞(O) .

The term Ũ1,int,ε, defined in (9.10), is slightly more delicate, since the third component involves
taking derivatives of ∇hρ(xh). But, as remarked above, these are harmless and can be ignored.
So, we find that m0 = 2 and

(11.8)

sup
|α|=k

∥∥∂αxh
Ũ1,int,ε(t, ·)∥L2(Ωϕ) ≤ Ce−λtε−(k+2)(1−a)∥u0∥H1+k(O) ,

sup
|α|=k

∥∥∂αxh
Ũ1,int,ε(t, ·)∥L∞(Ωϕ) ≤ Ce−λtε−(k+2)(1−a)∥u0∥W 1+k,∞(O) .

The same holds for the boundary layers defined in (9.13), so
(11.9)

sup
|α|=k

(∥∥∂αxh
Ũ surf
1,BL(t, ·)

∥∥
L2(Ωϕ)

+
∥∥∂αxh

Ũbot
1,BL(t, ·)

∥∥
L2(Ωϕ)

)
≤ Ce−λtε

1
2
−(k+2)(1−a)∥u0∥H1+k(O) ,

sup
|α|=k

(∥∥∂αxh
Ũ surf
1,BL(t, ·)

∥∥
L∞(Ωϕ)

+
∥∥∂αxh

Ũbot
1,BL(t, ·)

∥∥
L∞(Ωϕ)

≤ Ce−λtε−(k+2)(1−a)∥u0∥W 1+k,∞(O) .

Finally, we have, according to (10.1),
(11.10)

sup
|α|=k

(∥∥∂αxh
Ũ surf
2,BL(t, ·)

∥∥
L2(Ωϕ)

+
∥∥∂αxh

Ũbot
2,BL(t, ·)

∥∥
L2(Ωϕ)

)
≤ Ce−

λ
2
tε

1
2
−(k+2)(1−a)∥u0∥H2+k(O) ,

sup
|α|=k

(∥∥∂αxh
Ũ surf
2,BL(t, ·)

∥∥
L∞(Ωϕ)

+
∥∥∂αxh

Ũbot
2,BL(t, ·)

∥∥
L∞(Ωϕ)

)
≤ Cε−(k+2)(1−a)∥u0∥W 2+k,∞(O) .

The result (2.1) follows directly by putting together Estimate (11.3) and the bounds
in (11.6)–(11.10).

11.2. Proof of the bounds (2.2) and (2.3). Now, let us prove the bound (2.2). We set

(11.11) UBL,ε
def
=

∑
j∈{0,a,1,2}

εj
(
Ũ surf
j,BL + Ũbot

j,BL

)
.

Proving (2.2) boils down to proving that the two families
(
∇Ũ0,int,ε

)
ε
and

(
ε∇Ũ1,int,ε

)
ε
are

bounded in the space L1(R+;L∞(Ωϕ)). We start by considering the latter term, which is easier

to bound. From Definition (9.10), we see that ∇Ũ1,int,ε is linear in z; so, thanks to (11.8) and
to Lemma 11.1, we find

(11.12) ε
∥∥∥∇Ũ1,int,ε

∥∥∥
L1(R+;L∞(Ωϕ))

≤ C ε1−3(1−a)∥u0∥W 1,∞(O) ,

which is bounded as soon as a ≥ 2/3.

We now switch to the estimate of ∇Ũ0,int,ε. As already remarked we cannot rely on (11.5),
which does not provide a uniform bound in ε. Instead, starting from Formula (11.4), we
explicitly compute

∇hŨ0,int,ε =
(
A1 +A2 +A3

)
∇hρ⊗∇⊥

h ρ + A4∇h∇⊥
h ρ ,

where we have defined

A1
def
=

1

ε1−a
χ′
(
ϕ(ρ)

ε1−a

)
ϕ′(ρ) e−tλϕ(ρ)uθ0(ρ) ,
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A2
def
= −t

(
1− χ

(
ϕ(ρ)

ε1−a

))
e−tλϕ(ρ) (λϕ)

′ (ρ) uθ0(ρ) ,

A3
def
=

(
1− χ

(
ϕ(ρ)

ε1−a

))
e−tλϕ(ρ)

(
uθ0

)′
(ρ) and

A4
def
=

(
1− χ

(
ϕ(ρ)

ε1−a

))
e−tλϕ(ρ)

(
uθ0

)
(ρ) .

Observe that, as done in (11.5) for k = 0, one has

∥A4∥L∞(Ωϕ)
≤ C e−

λ
2
t ∥u0∥L∞(O) .

Arguing analogously, one also gets

∥A3∥L∞(Ωϕ)
≤ C e−

λ
2
t ∥u0∥W 1,∞(O) .

Next, consider the term A1, whose expression looks singular, at a first sight, when ε goes
to 0. The key remark is that

ϕ(ρ)

ε1−a
≤ 1 on the support of χ′ .

Therefore, we can write

A1 =
ϕ(ρ)

ε1−a
χ′
(
ϕ(ρ)

ε1−a

)
ϕ′(ρ) e−tλϕ(ρ)

uθ0(ρ)

ϕ(ρ)
,

which implies the bound

∥A1∥L∞(Ωϕ)
≤ C e−

λ
2
t

∥∥∥∥u0ϕ
∥∥∥∥
L∞(O)

.

Finally, let us focus on the term A2. By recalling the definition of λϕ given in (1.11) and
explicitly computing its derivative, we see that the term A2 can be written under the form

A2 = e−tλϕ(ρ)

(
f1(ρ)

t

ϕ(ρ)
+ f2(ρ)

t(
ϕ(ρ)

)2
)
uθ0(ρ) ,

where the functions f1 and f2 only depend on ρ and are bounded. Let us deal only with the
term involving f2, the other one actually being simpler. We can decompose it as

e−tλϕ(ρ) f2(ρ)
t(

ϕ(ρ)
)2 uθ0(ρ) = e−t

λϕ(ρ)

2 e
−t

ϕ(ρ)λϕ(ρ)

2ϕ(ρ)
t

ϕ(ρ)
f2(ρ)

uθ0(ρ)

ϕ(ρ)
·

Remarking that the function ϕλϕ belongs to L∞(O), with

ϕ(ρ)λϕ(ρ) ≥
√
2β ,

and using the boundedness of the function α 7→ e−cαα over R+ when c > 0, we deduce∣∣∣∣∣e−tλϕ(ρ) f2(ρ)
t(

ϕ(ρ)
)2 uθ0(ρ)

∣∣∣∣∣ ≤ C

∣∣∣∣u0(ρ)ϕ(ρ)

∣∣∣∣ e−λ
2
t .

This implies the following uniform bound for A2:

∥A2∥L∞(Ωϕ)
≤ C e−

λ
2
t

∥∥∥∥u0ϕ
∥∥∥∥
L∞(O)

.
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We now collect the bounds for A1 . . . A4 and use the fact that the function ρ is smooth and

bounded with all its derivatives. After noticing that ∂zŨ0,int,ε ≡ 0, we finally gather

(11.13)
∥∥∇Ũ0,int,ε

∥∥
L1(R+;L∞(Ωϕ))

≤ C

(
∥u0∥W 1,∞(O) +

∥∥∥∥u0ϕ
∥∥∥∥
L∞(O)

)
.

Together with the bound in (11.12), Estimate (11.13) concludes the proof of the property
claimed in (2.2).

Finally let us prove the bound (2.3). Recall that we need to prove that∥∥√dϕUBL,ε

∥∥
L∞(R+;L∞

h L2
v(Ωϕ))

≤ Cε∥u0∥L∞(Ωϕ) + Cε2∥u0∥W 1,∞(Ωϕ) ,

where dϕ is defined by dϕ(xh, z)
def
= min{−z, ϕ(ρ(xh))+ z} and UBL,ε is defined in (11.11). Let

us start by considering Ũ surf
0,BL + Ũbot

0,BL, the components of which are defined in (7.4) and can
be bounded by

e−λt
(
e

z√
E + e

− z+ϕ√
E

)
|uθ0(ρ)| .

Then, an immediate calculation gives∥∥√dϕ(Ũ surf
0,BL + Ũbot

0,BL)
∥∥
L∞(R+;L∞

h L2
v(Ωϕ))

≤ Cε∥u0∥L∞(O) .

Similarly, Lemma 11.1 provides∥∥ε√dϕ(Ũ surf
1,BL + Ũbot

1,BL)
∥∥
L∞(R+;L∞

h L2
v(Ωϕ))

≤ Cε2∥u0∥W 1,∞(O) .

The estimate for Ũ surf
2,BL + Ũbot

2,BL is similar, so (2.3) is proved.

11.3. The linear equation. To conclude the proof of Proposition 2.2, we now prove (11.1).
By construction (see in particular the computations of Section 5 and 9), there holds

∂tŨ0,int,ε +
1

ε
ez ∧

(
Ũ0,int,ε + εŨ1,int,ε

)
+

1

ε
∇P̃0,int,ε = 0 .

In addition, estimates (11.5) and (11.8) imply that∥∥∥εβ∆(Ũ0,int,ε + εŨ1,int,ε

)∥∥∥
L1(R+;L2(Ωϕ))

≤ Cε1+2(a−1)∥u0∥H2(O) + ε2+4(a−1)∥u0∥H3(O)

≤ Cε2a−1∥u0∥H3(O) ,

since 2a− 1 ≤ 4a− 2. Note that P̃0,int,ε is defined in (7.3) by

P̃0,int,ε(t, ρ, z)
def
= −

∫ ρ

0
uθε(t, σ) dσ

and belongs to L2
loc(R

+;L2(Ωϕ)) as required. Finally, because of Definition (7.1) and For-

mula (9.11), a factor
(
ϕ(ρ)

)−1
appears when taking the time derivative of uθε, so we deduce

from Lemma 11.1 that∥∥∥∂t(εŨ1,int,ε

)∥∥∥
L1(R+;L2(Ωϕ))

≤ Cε1−3(1−a)∥u0∥H1(O) .

Assuming that a > 2/3, we find

(11.14) lim
ε→0

∥∥∥Lε

(
Ũ0,int,ε + εŨ1,int,ε

)
+

1

ε
∇P̃0,int,ε

∥∥∥
L1(R+;L2(Ωϕ))

= 0 .

Now let us turn to the boundary layer terms. By construction, the terms Ũ surf
0,BL and Ũbot

0,BL

cancel the diffusion term with the rotation term, as seen in (6.3). So, one just needs to consider
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the time derivative which acts, as in the case of Ũ1,int,ε above, on uθε, making a factor 1/ϕ
appear. Using Lemma 11.1, we get∥∥∥Lε

(
Ũ surf
0,BL + Ũbot

0,BL

)∥∥∥
L1(R+;L2(Ωϕ))

≤ Cε
1
2
−(1−a)∥u0∥H2(O) ,

hence

(11.15) lim
ε→0

∥∥Lε

(
Ũ surf
0,BL + Ũbot

0,BL

)∥∥
L1(R+;L2(Ωϕ))

= 0 .

Concerning the boundary layers of order a and higher, they were not inserted in Lε before: they
were introduced to recover either the divergence free condition, or the boundary conditions.
One must therefore compute the action of each of the three parts of Lε. We shall not write

the details here, as actually, for j ∈ {a, 1, 2}, the terms εj
(
Ũ surf
j,BL + Ũbot

j,BL

)
satisfy the same

bounds as Ũ surf
0,BL + Ũbot

0,BL. So, in the end we find

(11.16) lim
ε→0

∥∥∥Lε

∑
j∈{0,a,1,2}

(
Ũ surf
j,BL + Ũbot

j,BL

)∥∥∥
L1(R+;L2(Ωϕ))

= 0 .

12. Proof of Proposition 2.3.

In order to understand the structure of the non linear term, let us decompose it in the
following way. We denote

Ũ0,BL
def
= Ũ surf

0,BL + Ũbot
0,BL.

Let us write that

(12.1)

Uapp,ε · ∇Uapp,ε = Ũ0,int,ε · ∇Ũ0,int,ε + Ũ0,BL · ∇Ũ0,BL +

3∑
j=1

Qj with

Q1
def
= Ũ0,int,ε · ∇

(
Uapp,ε − Ũ0,int,ε

)
,

Q2
def
=
(
Uapp,ε − Ũ0,int,ε

)
· ∇
(
Uapp,ε − Ũ0,BL

)
and

Q3
def
=
(
Uapp,ε − Ũ0,int,ε − Ũ0,BL

)
· ∇Ũ0,BL .

With similar computations to those leading to Formula (2.5), we get the following relations:

(12.2)
∇⊥

h ρ · ∇h(∇⊥
h ρ) = −∆hρ∇hρ , ∇⊥

h ρ · ∇h(∇hρ) = ∆hρ∇⊥
h ρ and

∇hρ · ∇h∇hρ = ∇hρ · ∇h∇⊥
h ρ = 0 .

They imply that

Ũ0,int,ε · ∇Ũ0,int,ε = −
(
uθε(t, ρ)

)2
∆hρ∇hρ.

As the family of functions
(
uθε(t, ρ)

)
ε
is bounded in L1(R+;L∞(Ωϕ)) and tends to uθ(t, ρ)

in L∞(R+;L2(Ωϕ)), we infer that

(12.3) lim
ε→0

∥∥Ũ0,int,ε · ∇Ũ0,int,ε +
(
uθ(t, ρ)

)2
∆hρ∇hρ

∥∥
L1(R+;L2(Ωϕ))

= 0.

Now let us treat the term Ũ0,BL · ∇Ũ0,BL. As the support of the boundary layer on the
surface and the support of the boundary layer at the bottom are disjoint, we get

(12.4) Ũ0,BL · ∇Ũ0,BL = Ũ surf
0,BL · ∇Ũ surf

0,BL + Ũbot
0,BL · ∇Ũbot

0,BL

Let us first state the following lemma, which covers the case of the surface also (it is enough

to apply it with ϕ ≡ 0). It claims that the non-linear term Ũ0,BL · ∇Ũ0,BL does not create
terms of higher order. Its proof is postponed to Appendix B.
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Lemma 12.1. Let us consider five functions (Mρ,M θ, Nρ, Nθ, N z) on [ρ0,∞[×R−×R+. Let
us define

MBL
def
= Mρ

BL∇hρ+M θ
BL∇⊥

h ρ− ϕ′Mρ
BLez and NBL

def
= Nρ

BL∇hρ+N θ
BL∇⊥

h ρ+N z
BLez ,

with, according to (4.9),

aBL(t, xh, z)
def
= a

(
ρ(xh),−

z + ϕ(ρ(xh))

δ
√
E

,
z + ϕ(ρ(xh))

ε1−a

)
Then we have

MBL · ∇NBL =

(
Mρ
(
∂ρN

ρ − δ′

δ
ζ1∂ζ1N

ρ
)
−M θN θ∆hρ

)
BL

∇hρ

+

(
Mρ
(
∂ρN

θ − δ′

δ
ζ1∂ζ1N

θ
)
−M θNρ∆hρ

)
BL

∇⊥
h ρ+

(
Mρ
(
∂ρN

z − δ′

δ
ζ1∂ζ1N

z
))

BL

ez .

Continuation of the proof of Proposition 2.3. By definition (7.4), applying the above lemma
with the boundary layer at order 0 ensures that∣∣Ũ surf

0,BL · ∇Ũ surf
0,BL(t, xh, z)

∣∣+ ∣∣Ũbot
0,BL · ∇Ũbot

0,BL(t, xh, z)
∣∣ ≤ C

∣∣uθε(t, ρ)∂ρuθε(t, ρ)∣∣(e z√
E + e

− z+ϕ√
E

)
.

Let us recall the definition of uθε, which is

uθε(t, ρ)
def
=

(
1− χ

(ϕ(ρ)
ε1−a

))
e−tλϕ(ρ) uθ0(ρ) .

Then, we have

1

2
e2tλϕ(ρ)∂ρ

(
uθε(t, ρ)

)2
=

ϕ′

ε1−a
χ′
( ϕ

ε1−a

)(
1− χ

( ϕ

ε1−a

))(
uθ0
)2

+

(
1− χ

( ϕ

ε1−a

))2(
uθ0∂ρu

θ
0 −

(
uθ0
)2( t

ϕ
∂ρ(ϕλϕ(ρ))−

tϕ′

ϕ
λϕ(ρ)

))
·

As xe−λx is bounded, we infer that

1

2
∂ρ
(
uθε(t, ρ)

)2 ≤ Ce−λtεa−1
(
uθ0
)2

+
∣∣uθ0∂ρuθ0∣∣ .

Thus, we deduce the following bound:∣∣Ũ surf
0,BL · ∇Ũ surf

0,BL(t, xh, z)
∣∣+ ∣∣Ũbot

0,BL · ∇Ũbot
0,BL(t, xh, z)

∣∣
≤ Ce−λtεa−1

(
e

z√
E + e

− z+ϕ√
E

)((
uθ0
)2

+
∣∣uθ0∂ρuθ0∣∣) .

Then, by integration we get

(12.5)
∥∥Ũ surf

0,BL · ∇Ũ surf
0,BL

∥∥
L1(R+;L2(Ωϕ))

≤ Cεa−
1
2 ∥u0∥L∞(O)∥u0∥H1(O) .

Now let us treat the terms Q1, Q2 and Q3 of (12.1). The easiest term is Q2. Indeed, using
estimates (11.6)–(11.10) and fixing the parameter a so that 1− a is small enough, we get∥∥Uapp,ε − Ũ0,int,ε

∥∥
L∞(R+;L2(Ωϕ))

≤ C∥u0∥H1(O)ε
b ,

for a suitable exponent b > 0 depending on the fixed value of a. On the other hand, using
estimates (11.7)–(11.10) and (11.13), we obtain∥∥∇(Uapp,ε − Ũ0,BL

)∥∥
L1(R+;L∞(Ωϕ))

≤ C

(
∥u0∥W 3,∞(O) +

∥∥∥∥u0ϕ
∥∥∥∥
L∞(O)

)
.
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We immediately infer that

(12.6) ∥Q2∥L1(R+;L2(Ωϕ))
≤ Cεb∥u0∥H1(O)

(
∥u0∥W 3,∞(O) +

∥∥∥∥u0ϕ
∥∥∥∥
L∞(O)

)
.

In order to estimate Q1, let us observe that, for any vector field V on the form

V (t, xh, z) = V ρ(t, ρ(xh), z)∇hρ+ V θ(t, ρ(xh), z)∇⊥
h ρ+ V z(t, xh, z)ez ,

thanks to (12.2) and the definition (11.4) of Ũ0,int,ε we have
(12.7)(
Ũ0,int,ε · ∇V

)
(t, xh, z)

=

(
1 − χ

(ϕ(ρ(xh))
ε1−a

))
e−tλϕ(ρ(xh))uθ0(ρ(xh))

×
(
V ρ(t, ρ(xh), z)

−→
B ρ(t, xh, z) + V θ(t, ρ(xh), z)

−→
B θ(t, xh, z) +∇⊥

h ρ · ∇hV
z(t, xh, z)ez

)
,

where
−→
B ρ and

−→
B θ are smooth vector fields. We remark that no derivatives of the radial

and azimuthal components, V ρ and V θ respectively, appear on the right-hand side, but only
the horizontal derivates of the vertical component V z. Let us apply this formula in the case

when V = Ũ surf
0,BL+ Ũbot

0,BL. Using Definition (7.4) of the boundary layers at order 0, we further

remark that, in this case, V z depends on xh only through ρ. Thus one has ∇⊥
h ρ · ∇hV

z = 0,
and we get that∣∣Ũ0,int,ε · ∇(Ũ surf

0,BL + Ũbot
0,BL

)
(t, xh, z)

∣∣ ≤ Ce−2λt|u0(xh)|2
(
e

z√
E + e

− z+ϕ

δ
√
E
)
.

By integration, we infer that

(12.8)
∥∥Ũ0,int,ε · ∇(Ũ surf

0,BL + Ũbot
0,BL)

∥∥
L1(R+;L2(Ωϕ))

≤ Cε
1
2 ∥u0∥2L4(O) .

Let us study the term εŨ0,int,ε · ∇Ũ1,int,ε. Using again (12.7), by Definition (9.10) of Ũ1,int,ε,
we deduce that

ε
(
Ũ0,int,ε · ∇Ũ1,int,ε

)
(t, xh, z) = ελϕ(ρ)e

−2tλϕ(ρ)
(
uθ0,ε
)2
(ρ)

−→
B ρ(t, xh, z)

+
ε
√
2

2
e−tλϕ(ρ)uθ0,ε(ρ)∇⊥

h ρ · ∇h divh

((
1− zλϕ(ρ)

)
uθε(t, ρ)∇hρ

)
ez .

As the norm of ∇hρ is equal to 1, we infer that, for a function f on the interval [ρ0,∞[,

divh
(
f(ρ)∇hρ

)
= ∂ρf(ρ) + f(ρ)∆hρ .

We then get the relation

divh

((
1− zλϕ(ρ)

)
uθε(t, ρ)∇hρ

)
= ∂ρ

((
1− zλϕ(ρ)

)
uθε(t, ρ)

)
+
(
1− zλϕ(ρ)

)
uθε(t, ρ)∆hρ .

Thus, we have

ε
(
Ũ0,int,ε · ∇Ũ1,int,ε

)
(t, xh, z) =

ε
√
2

2
e−2tλϕ(ρ)

(
uθ0,ε
)2
(ρ)
(
1− zλϕ(ρ)

)
∇⊥

h ρ · ∇h∆hρ .

Using that z belongs to the interval [−ϕ(ρ), 0], we infer that

ε
∣∣(Ũ0,int,ε · ∇Ũ1,int,ε

)
(t, xh, z)

∣∣ ≤ Cεe−2λt
(
u0(xh)

)2
.

Therefore, by integration, we finally deduce that

ε
∥∥Ũ0,int,ε · ∇Ũ1,int,ε

∥∥
L1(R+;L2(Ωϕ))

≤ Cε∥u0∥2L4(O) .

38



We omit the proof of the estimates of the other terms, which lead to

(12.9)
∥Q1∥L1(R+;L2(Ωϕ))

≤ Cε
1
2

(
∥u0∥2L4(O) + ∥u0∥L2(O) ∥u0∥W 2,∞(O)

)
≤ Cε

1
2 ∥u0∥L2(O) ∥u0∥W 2,∞(O) .

Now let us estimate the term Q3. By Definition (7.4) of the boundary layers at order 0 and
Estimate (11.6), we have

(12.10)
∥∥∇hŨ0,BL(t, ·)

∥∥
L2(Ωϕ)

≤ Ce−
λ
2
tε−

1
2 ∥u0∥H1(O) .

By derivation with respect to the vertical variable z, we get∣∣∂zŨ0,BL(t, xh, z)
∣∣ ≤ C

ε
e−λt|u0(xh)|

(
e

z√
E + e

− z+ϕ√
E
)
.

By integration, we infer that∥∥∂zŨ0,BL(t, ·)
∥∥
L2(Ωϕ)

≤ Cε−
1
2 e−λt∥u0∥L2(O) .

Together with (12.10), this gives

(12.11)
∥∥∇Ũ0,BL(t, ·)

∥∥
L1(R+;L2(Ωϕ))

≤ Cε−
1
2 ∥u0∥H1(O) .

On the other hand, using (11.7)–(11.10), we claim that∥∥Uapp,ε − Ũ0,int,ε − Ũ0,BL

∥∥
L∞(R+×Ωϕ)

≤ ε2a−1∥u0∥W 2,∞(O) .

Putting this bound together with Inequality (12.11) yields

∥Q3∥L1(R+;L2(Ωϕ)
≤ Cε2a−

3
2 ∥u0∥H1(O) ∥u0∥W 2,∞(O) .

With the estimates (12.3), (12.5), (12.6), (12.9) and Formula (12.1), this concludes the proof
of Proposition 2.3. 2

Appendix A. Proof of Lemma 11.1

Our aim is to estimate spatial derivatives of

Fε(t, xh)
def
= e−tλϕ(ρ)

(
1− χ

(ϕ(ρ)
ε1−a

))
Q
(
xh,

1

ϕ

)
,

where

Q(xh, X) =

m0∑
j=0

Qj

(
ρ(xh)

)
Xj .

The proof of the lemma is based on a direct differentiation and the Leibniz rule, together with
the use of the localization property ϕ(ρ) ≳ ε1−a, which holds true on the support of Fε.

As ρ is smooth and bounded as well as all its derivatives, and since all the functions
appearing in the formula depend on xh only through ρ, we consider ρ as a variable and
perform differentiation only with respect to ρ. We can therefore write Fε under the form

(A.1)

Fε(t, xh) = Fε

(
t, ρ,

1

ϕ(ρ)

)
= e−tλϕ(ρ)v(ρ)F̃ε

(
ρ,

1

ϕ(ρ)

)
, with

F̃ε

(
ρ, ω1)

def
=

m0∑
j=0

Qj(ρ)ω
j
1 and v(ρ)

def
= 1− χ

(ϕ(ρ)
ε1−a

)
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and estimate ∂kρ

(
Fε

(
t, ρ, 1

ϕ(ρ)

))
. Then, the proof of the lemma is a direct consequence of the

following formula:

(A.2) ∂kρ

(
Fε

(
t, ρ,

1

ϕ(ρ)

))
= e−tλϕ(ρ)

k∑
j=0

Fk,j
ε

(
ρ,

1

ϕ(ρ)
,

t

ϕ(ρ)

)
∂k−j
ρ v(ρ)

where each Fk,j
ε = Fk,j

ε (ρ, ω1, ω2) is a polynomial with respect to the second and third vari-
ables, respectively of degrees at most j +m0 and j. The coefficients of the polynomials are
smooth functions of ρ and are bounded by derivatives of order 1 to k of Qj .

Let us prove Formula (A.2) by induction. Before starting the argument, we observe that
the function λϕ(ρ), defined in (1.11), contains a factor 1

ϕ . Therefore, in order to get the precise

expression on the right-hand side of (A.2), in the computations below we will use the following
trick:

∂ρ
(
λϕ(ρ)

)
= ∂ρ

(
ϕ(ρ)

ϕ(ρ)
λϕ(ρ)

)
=

1

ϕ(ρ)
∂ρ
(
ϕ(ρ)λϕ(ρ)

)
− ϕ′(ρ)

ϕ(ρ)
λϕ(ρ) ,

where we remark that ϕ(ρ)λϕ(ρ) is a function of ρ which contains no negative powers of ϕ(ρ).
With these considerations in mind, let us prove Formula (A.2) for k = 1. By the Leibniz

formula and the chain rule, we have

etλϕ(ρ)∂ρ

(
Fε

(
t, ρ,

1

ϕ(ρ)

))
= (∂ρF̃ε)

(
ρ,

1

ϕ

)
v(ρ)− ϕ′

ϕ2
(∂ω1F̃ε)

(
ρ,

1

ϕ

)
v(ρ)

+ F̃ε

(
ρ,

1

ϕ

)((
−∂ρ

(
ϕλϕ(ρ)

) t
ϕ
+ ϕ′λϕ(ρ)

t

ϕ

)
v(ρ) + ∂ρv(ρ)

)
.

Then, after defining

F1,0
ε (ρ, ω1, ω2)

def
= (∂ρF̃ε)(ρ, ω1) and

F1,1
ε (ρ, ω1, ω2)

def
= −ϕ′ω2

1(∂ω1F̃ε)(ρ, ω1) + F̃ε(ρ, ω1)
(
−∂ρ

(
ϕλϕ(ρ)

)
ω2 + ϕ′ϕλϕ(ρ)ω1ω2

)
,

we get Assertion (A.2) for k = 1. Next, let us assume (A.2) for some k ≥ 0. The Leibniz
formula and the chain rule imply that

etλϕ(ρ)∂k+1
ρ

(
Fε

(
t, ρ,

1

ϕ(ρ)

))
=

k∑
j=0

Fk,j
ε

(
ρ,

1

ϕ
,
t

ϕ

)
∂k−j+1
ρ v(ρ)

+

k∑
j=0

(
−∂ρ

(
ϕλϕ(ρ)

) t
ϕ
+ ϕ′λϕ(ρ)

t

ϕ

)
Fk,j
ε

(
ρ,

1

ϕ
,
t

ϕ

)
∂k−j
ρ v(ρ)

+

k∑
j=0

(
∂ρFk,j

ε

(
ρ,

1

ϕ
,
t

ϕ

)
− ϕ′

ϕ2
∂ω1Fk,j

ε

(
ρ,

1

ϕ
,
t

ϕ

)
− ϕ′

t

ϕ

1

ϕ
∂ω2Fk,j

ε

(
ρ,

1

ϕ
,
t

ϕ

))
∂k−j
ρ v(ρ) .

Changing j into j + 1 in each sum ensures (A.2) for k + 1, with Fk+1,0
ε = ∂ρFk,0

ε and, for j
between 1 and k + 1,

Fk+1,j
ε (ρ, ω1, ω2) = Fk,j

ε (ρ, ω1, ω2) +
(
ϕλϕ(ρ)ϕ

′ω1ω2 − ∂ρ
(
ϕλϕ(ρ)

)
ω2

)
Fk,j−1
ε (r, ω1, ω2)

− ϕ′
(
ω1ω2∂ω2 + (ω1)

2∂ω1

)
Fk,j−1
ε (ρ, ω1, ω2) .

This proves (A.2) for any k ∈ N.
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In order to prove the lemma, we use Formula (A.2), recalling that F̃ε is defined in (A.1).
We get

∂kρ

(
Fε

(
t, ρ,

1

ϕ(ρ)

))
= e−tλϕ(ρ)

k∑
j=0

Fk,j
ε

(
ρ,

1

ϕ(ρ)
,

t

ϕ(ρ)

)
∂k−j
ρ v(ρ)

= e−tλϕ(ρ)
k∑

j=0

Fk,j
ε

(
ρ,
t

ϕ
,
1

ϕ

)
∂k−j
ρ

(
1− χ

( ϕ

ε1−a

))
But

∣∣∣∣∂ℓρ(1 − χ
( ϕ

ε1−a

))∣∣∣∣ ≤ Ckε
−ℓ(1−a) and ϕ ≳ ε1−a on the support of Fε. Moreover Fk,j

ε is

bounded by derivatives of order 1 to k of Qj . It follows that∣∣∣∣∂kρ(Fε

(
t, ρ,

1

ϕ(ρ)

))∣∣∣∣ ≤ Cke
−t

√
2β

2H ε−(k+m0)(1−a) sup
γ≤|α|

0≤j≤m0

|∂γρQj(ρ)| .

This estimate proves the lemma. □

Appendix B. Proof of Lemma 12.1

The Leibniz formula implies that

(B.1)
MBL · ∇NBL =

(
MBL · ∇Nρ

BL

)
∇hρ+

(
MBL · ∇N θ

BL

)
∇⊥

h ρ+
(
MBL · ∇N z

BL

)
ez

+Nρ
BLMBL · ∇∇hρ+N θ

BLMBL · ∇∇⊥
h ρ .

Using formulas (12.2), we infer that

(B.2) Nρ
BLMBL · ∇∇hρ+N θ

BLMBL · ∇∇⊥
h ρ = −

(
M θN θ∆hρ

)
BL

∇hρ+
(
M θNρ∆hρ

)
BL

∇⊥
h ρ.

As for any function a on [ρ0,∞[×R− × R+, aBL is a function of ρ(xh), we have

∇⊥
h ρ · ∇haBL = 0.

Thus we infer that

MBL · ∇aBL =Mρ
BL

(
∇hρ · ∇h − ϕ′∂z

)
aBL.

Then, using (4.4) and that
(
∇hρ · ∇h − ϕ′(ρ)∂z)

)(
z + ϕ(ρ)

)
= 0, we infer that

MBL · ∇aBL =Mρ
BL

(
∂ρa−

δ′

δ
ζ1∂ζ1a

)
BL

Together with (B.2), plugging this formula into (B.1) ensures the result. □
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