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SLOWLY VARYING IN ONE DIRECTION
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Abstract. In [3] and [4] classes of initial data to the three dimensional, incompressible
Navier-Stokes equations were presented, generating a global smooth solution although the
norm of the initial data may be chosen arbitrarily large. The aim of this article is to provide
new examples of arbitrarily large initial data giving rise to global solutions, in the whole space.
Contrary to the previous examples, the initial data has no particular oscillatory properties,
but varies slowly in one direction. The proof uses the special structure of the nonlinear term
of the equation.

1. Introduction

The purpose of this paper is to use the special structure of the tridimensional Navier-Stokes
equations to prove the global existence of smooth solutions for a class of (large) initial data
which are slowly varying in one direction. Before entering further in the details, let us recall
briefly some classical facts on the global wellposedness of the incompressible Navier-Stokes
equations in the whole space R3. The equation itself writes

(NS)

 ∂tu + u · ∇u−∆u = −∇p
div u = 0
u|t=0 = u0

where u = (u1, u2, u3) = (uh, u3) is a time dependent vector field on R3. The divergence free
condition determines p through the relation

−∆p =
∑

1≤j,k≤3

∂j∂k(ujuk).

This relation allows to put the system (NS) under the more general form

(GNS)
{

∂tu−∆u = Q(u, u)
u|t=0 = u0

where Q(v, w) def=
∑

1≤j,k≤3

Qj,k(D)(vjwk) and Qj,k(D) are smooth homogeneous Fourier multi-

pliers of order 1.

Moreover, this system has the following scaling invariance: if (u, p) is a solution on the time
interval [0, T ), then (uλ, pλ) defined by

uλ(t, x) def= λu(λ2t, λx) and pλ(t, x) def= λ2p(λ2t, λx)
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is a solution on the time interval [0, λ−2T ). Of course, any smallness condition on the initial
data that ensures global solutions, must be invariant under the above scaling transformation.
The search of the “best” smallness condition is a long story initiated in the seminal paper of
J. Leray (see [14]), continuated in particular by H. Fujita and T. Kato in [5], Y. Giga and
T. Miyakawa in [8], and M. Cannone, Y. Meyer and F. Planchon in [1]. This leads to the
following theorem proved by H. Koch and D. Tataru in [11]. In the statement of the theorem,
P (x,R) stands for the parabolic set [0, R2]×B(x, R) where B(x,R) is the ball centered at x,
of radius R.

Theorem 1 ([11]). If the initial data u0 is such that

(1.1) ‖u0‖2
BMO−1

def= sup
t>0

t‖et∆u0‖2
L∞ + sup

x∈R3

R>0

1
R3

∫
P (x,R)

|(et∆u0)(t, y)|2dy

is small enough, then there exists a global smooth solution to (GNS).

A typical example of application of this theorem is the initial data

(1.2) uε
0(x) def= cos

(x3

ε

)
(∂2φ(x1, x2),−∂1φ(x1, x2), 0) with φ ∈ S(R2),

as soon as ε is small enough (see for example [4] for a proof). The above theorem is probably
the end point for the following reason, as observed for instance in [4]. If B is a Banach
space continuously included in the space S ′ of tempered distributions on R3, such that, for
any (λ, a) ∈ R+

? ×R3, ‖f(λ(·−a))‖B = λ−1‖f‖B, then ‖·‖B ≤ C sup
t>0

t
1
2 ‖et∆u0‖L∞ . The second

condition entering in the definition of the BMO−1 norm given in (1.1) merely translates the
fact that the first Picard iterate should be locally square integrable in space and time.

Those results of global existence under a smallness condition do not use the special structure
of the incompressible Navier-Stokes system and are valid for the larger class of systems of the
type (GNS). The purpose of this paper is to provide a class of examples of large initial data
which give rise to global smooth solutions for the system (NS) itself, and not for the larger
class (GNS). In all that follows, an initial data u0 will be said “large” if

(1.3) ‖u0‖Ḃ−1
∞,∞

def= sup
t>0

t
1
2 ‖et∆u0‖L∞

is not small.

Such initial data, in the spirit of the example provided by (1.2), are exhibited in [4] (see
also [3] for the periodic case). In particular, the following theorem is proved in [4].

Theorem 2 ([4]). Let φ ∈ S(R3) be a given function, and consider two real numbers ε and α
in ]0, 1[. Define

ϕε(x) =
(− log ε)

1
5

ε1−α
cos

(x3

ε

)
φ
(
x1,

x2

εα
, x3

)
.

Then for ε small enough, the smooth, divergence free vector field

uε
0(x) = (∂2ϕ

ε(x),−∂1ϕ
ε(x), 0)

satisfies lim
ε→0

‖uε
0‖Ḃ−1

∞,∞
= ∞, and generates a unique global solution to (NS).
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It is important to notice that the proof uses in a crucial way the algebraic structure of the
non linear term u · ∇u, but uses neither the energy estimate, nor the fact that the two
dimensional, incompressible Navier-Stokes is globally wellposed. We refer to [15], [10], [17],
for other examples of large initial data generating global solutions: in the first case the initial
data is chosen so as to transform the equation into a rotating fluid equation), whereas in the
two other studies the equations are posed in a thin domain. In both cases, as in the present
paper, the global wellposedness of the two dimensional equation is an important ingredient
in the proof. In [6] and [9], the case of an initial data close to bidimensional vector field
is studied, in the periodic case. In [16] and [7] are also presented global stability results,
around arbitrarily large initial data generating a global solution (with some decay in time
in the case of [16]; note that Theorem 4 in [16] has the same flavour as Theorem 3 stated
below in the sense that the initial data is a perturbation of a 2D vector field, depending only
on the horizontal variable). Finally we also recall the wellknown examples where a specific
geometrical assumption allows to prove global wellposedness, such as in [12], [13], or [18].

The class of examples we exhibit here is of the following type : there is no particular geometric
assumption (the equations are set in R3), but they are close to a two dimensional flow in the
sense that they are slowly varying in the one direction (the vertical one). More precisely the
aim of this paper is the proof of the following theorem.

Theorem 3. Let vh
0 = (v1

0, v
2
0) be a horizontal, smooth divergence free vector field on R3

(i.e. vh
0 is in L2(R3) as well as all its derivatives), belonging, as well as all its derivatives,

to L2(Rx3 ; Ḣ
−1(R2)); let w0 be a smooth divergence free vector field on R3. Then, there

exists a positive ε0 such that, if ε ≤ ε0, the initial data

uε
0(x) = (vh

0 + εwh
0 , w3

0)(xh, εx3)

generates a unique, global solution uε of (NS).

Remarks

• A typical example of vector fields vh
0 satisfying the hypothesis is vh

0 = (−∂2φ, ∂1φ)
where φ is a function of the Schwarz class S(R3).

• This class of examples of initial data corresponds to a “well prepared” case. The “ill
prepared” case would correspond to the case when the horizontal divergence of the
initial data is of size εα with α less than 1, and the vertical component of the initial
data is of size εα−1. This case is certainly very interesting to understand, but that
goes probably far beyond the methods used in this paper.

• As in [3], one may wonder what is the influence of a large Reynolds number on the
initial data. Actually since the 2D Navier-Stokes equation is wellposed regardless of
the Reynolds number, the initial profiles vh

0 and w0 can be chosen arbitrarily large
with respect to the Reynolds number. In this case, ε0 in Theorem 3 will depend on
the Reynolds number.

• We have to check that the initial data may be large. This is ensured by the following
proposition.

Proposition 1.1. Let (f, g) be in S(R2) × S(R). Let us define hε(xh, x3)
def= f(xh)g(εx3).

We have, if ε is small enough,

‖hε‖Ḃ−1
∞,∞(R3) ≥

1
4
‖f‖Ḃ−1

∞,∞(R2)‖g‖L∞(R).
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Proof. By the definition of ‖ · ‖Ḃ−1
∞,∞(R3) given by (1.3), we have to bound from below the

quantity ‖et∆hε‖L∞(R3). Let us write that

(et∆hε)(t, x) = (et∆hf)(t, xh)(et∂2
3g)(ε2t, εx3).

Let us consider a positive time t0 such that

t
1
2
0 ‖e

t0∆hf‖L∞(R2) ≥
1
2
‖f‖Ḃ−1

∞,∞(R2).

Then we have

t
1
2
0 ‖e

t0∆hε‖L∞(R3) = t
1
2
0 ‖e

t0∆hf‖L∞(R2)‖(e
t0∂2

3g)(ε2t0, ε·)‖L∞(R)

≥ 1
2
‖f‖Ḃ−1

∞,∞(R2)‖e
ε2t0∂2

3g‖L∞(R).

As lim
ε→0

eε2t0∂2
3g = g in L∞(R), the proposition is proved. �

Structure of the paper: The proof of Theorem 3 is achieved in the next section, assuming
two crucial lemmas. The proof of those lemmas is postponed to Sections 3 and 4 respectively.

Notation: If A and B are two real numbers, we shall write A . B if there is a universal
constant C, which does not depend on varying parameters of the problem, such that A ≤ CB.
If A . B and B . A, then we shall write A ∼ B.

If v0 is a vector field, then we shall denote by Cv0 a constant depending only on norms of v0.
Similarly we shall use the notation Cv0,w0 if the constant depends on norms of two vector
fields v0 and w0, etc.

A function space with a subscript “h” (for “horizontal”) will denote a space defined on R2,

while the subscript “v” (for “vertical”) will denote a space defined on R. For instance Lp
h

def=

Lp(R2), Lq
v

def= Lq(R), and similarly for Sobolev spaces or for mixed spaces such as Lp
vL

q
h

or Lp
vḢσ

h .

2. Proof of the theorem

The proof of Theorem 3 consists in constructing an approximate solution to (NS) as a per-
turbation to the 2D Navier-Stokes system. Following the idea that we are close to the two
dimensional, periodic incompressible Navier-Stokes system, let us define (vh, p

0
) as the solu-

tion of the following system, where y3 ∈ R is a parameter:

(NS2D3)


∂tv

h + vh · ∇hvh −∆hvh = −∇hp
0

in R+×R2

divh vh = 0
vh
|t=0 = vh

0 (·, y3).

This system is globally wellposed for any y3 ∈ R, and the solution is smooth in (two dimen-
sional) space, and in time. Let us consider the solution (wε, p

1
) of the linear equation

(T ε
v )


∂tw

ε + vh · ∇hwε −∆hwε − ε2∂2
3wε = −(∇hp

1
, ε2∂3p1

) in R+×R3

div wε = 0
wε
|t=0 = w0,
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and let us define the approximate solution

vε
app(t, x) = ((vh, 0) + ε(wε,h, ε−1wε,3))(t, xh, εx3) and(2.1)

pε
app(t, x) = (p

0
+ εp

1
)(t, xh, εx3).

Finally let us consider the unique smooth solution uε of (NS) associated with the initial
data uε

0 on its maximal time interval of existence [0, Tε). The proof of Theorem 3 consists in

proving global in time estimates on vε
app, in order to prove that Rε def= uε−vε

app remains small,
globally in time; this ensures the global regularity for (NS).

More precisely, the proof of Theorem 3 relies on the following two lemmas, whose proofs are
postponed to Sections 3 and 4 respectively.

Lemma 2.1. The vector field vε
app defined in (2.1) satisfies the following estimate:

‖vε
app‖L2(R+;L∞(R3)) + ‖∇vε

app‖L2(R+;L∞v L2
h) ≤ Cv0,w0 .

Lemma 2.2. The vector field Rε def= uε − vε
app satisfies the equation

(Eε)


∂tR

ε + Rε · ∇Rε −∆Rε + vε
app · ∇Rε + Rε · ∇vε

app = F ε −∇qε

div Rε = 0
Rε
|t=0 = 0

with ‖F ε‖
L2(R+;Ḣ− 1

2 (R3))
≤ Cv0,w0ε

1
3 .

Let us postpone the proof of those lemmas and conclude the proof of Theorem 3. We denote,
for any positive λ,

Vε(t)
def= ‖vε

app(t, ·)‖2
L∞(R3)

+ ‖∇vε
app(t, ·)‖2

L∞v L2
h

and Rε
λ(t) def= exp

(
−λ

∫ t

0
Vε(t′)dt′

)
Rε(t).

Lemma 2.1 implies that I0
def=

∫ ∞

0
Vε(t)dt is finite. By an Ḣ

1
2 energy estimate in R3, we get

1
2

d

dt
‖Rε

λ(t)‖2

Ḣ
1
2

+ ‖∇Rε
λ(t)‖2

Ḣ
1
2
≤ −2λVε(t)‖Rε

λ(t)‖2

Ḣ
1
2

+ eλI0
∣∣∣(Rε

λ(t) · ∇Rε
λ(t)|Rε

λ(t))
Ḣ

1
2

∣∣∣
+

∣∣∣(Rε
λ(t) · ∇vε

app(t)|Rε
λ(t))

Ḣ
1
2

∣∣∣ +
∣∣∣(vε

app(t) ·Rε
λ(t)|Rε

λ(t))
Ḣ

1
2

∣∣∣ +
∣∣∣(F ε(t)|Rε

λ(t))
Ḣ

1
2

∣∣∣ .

The estimate (i) of Lemma 1.1 of [2] claims in particular that, for any s ∈] − d/2, d/2[, for
any divergence free vector field a in d space dimensions and any function b, we have

(2.2) (a · ∇b|b)Ḣs ≤ C‖∇a‖
Ḣ

d
2−1‖b‖Ḣs‖∇b‖Ḣs .

Applying with d = 3 and s = 1/2, this implies that

(2.3)
∣∣∣(Rε

λ(t) · ∇Rε
λ(t)|Rε

λ(t))
Ḣ

1
2

∣∣∣ . ‖Rε
λ(t)‖

Ḣ
1
2
‖∇Rε

λ(t)‖2

Ḣ
1
2
.

In order to estimate the other non linear terms, let us establish the following lemma.

Lemma 2.3. Let a and b be two vector fields. We have∣∣∣(a · ∇b|b)
Ḣ

1
2

∣∣∣ +
∣∣∣(b · ∇a|b)

Ḣ
1
2

∣∣∣ .
(
‖a‖L∞ + ‖∇a‖L∞v (L2

h)

)
‖b‖

Ḣ
1
2
‖∇b‖

Ḣ
1
2
.
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Proof. By definition of the Ḣ
1
2 scalar product, we have

(a · ∇b|b)
Ḣ

1
2

≤ ‖a · ∇b‖L2‖∇b‖L2

≤ ‖a‖L∞‖∇b‖2
L2 .

The interpolation inequality between Sobolev norm gives

(a · ∇b|b)
Ḣ

1
2
≤ ‖a‖L∞‖b‖

Ḣ
1
2
‖∇b‖

Ḣ
1
2
.

Now let us estimate (b · ∇a|b)
Ḣ

1
2
. Again we use that

(b · ∇a|b)
Ḣ

1
2
≤ ‖b · ∇a‖L2‖∇b‖L2 .

Then let us write that

‖b · ∇a‖2
L2 =

∫
R3
|b(xh, x3)∇a(xh, x3)|2dxhdx3.

Gagliardo-Nirenberg’s inequality in the horizontal variable implies that

∀x3 ∈ R, |b(xh, x3)|2 . ‖b(·, x3)‖
Ḣ

1
2
h

‖∇hb(·, x3)‖
Ḣ

1
2
h

.

Let us use the Cauchy-Schwarz inequality; this gives

‖b · ∇a‖2
L2 ≤

∫
R
‖b(·, x3)‖

Ḣ
1
2
h

‖∇hb(·, x3)‖
Ḣ

1
2
h

‖∇a(·, x3)‖2
L2

h
dx3

≤ ‖∇a‖2
L∞v (L2

h)

∫
R
‖b(·, x3)‖

Ḣ
1
2
h

‖∇hb(·, x3)‖
Ḣ

1
2
h

dx3

≤ ‖∇a‖2
L∞v L2

h
‖b‖

L2
vḢ

1
2
h

‖∇hb‖
L2

vḢ
1
2
h

.

When s is positive, we have, thanks to Fourier-Plancherel in the vertical variable,

‖b‖L2
v(Ḣs

h) =
∫

R

∫
R2
|ξh|2s|Fhb(ξh, x3)|2dξhdx3

∼
∫

R

∫
R2
|ξh|2s |̂b(ξh, ξ3)|2dξhdξ3

.
∫

R3
|ξ|2s |̂b(ξ)|2dξ

. ‖b‖2
Ḣs .

This concludes the proof of Lemma 2.3. �

Conclusion of the proof of Theorem 3. We infer from the above lemma that∣∣∣(Rε
λ(t) · ∇vε

app(t)|Rε
λ(t))

Ḣ
1
2

∣∣∣ +
∣∣∣(vε

app(t) ·Rε
λ(t)|Rε

λ(t))
Ḣ

1
2

∣∣∣
≤ 1

4
‖∇Rε

λ(t)‖2

Ḣ
1
2

+ CVε(t)‖Rε
λ(t)‖2

Ḣ
1
2
.

Together with (2.3), this gives

1
2

d

dt
‖Rε

λ(t)‖2

Ḣ
1
2

+ ‖∇Rε
λ(t)‖2

Ḣ
1
2
≤ (C − 2λ)Vε(t)‖Rε

λ(t)‖2

Ḣ
1
2

+ CeλI0‖Rε
λ(t)‖

Ḣ
1
2
‖∇Rε

λ(t)‖2

Ḣ
1
2

+ C‖Fε(t)‖2

Ḣ
1
2
.
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Choosing λ such that C − 2λ is negative, we infer that

d

dt
‖Rε

λ(t)‖2

Ḣ
1
2

+ (1− CeλI0)‖∇Rε
λ(t)‖2

Ḣ
1
2
≤ C‖Fε(t)‖2

Ḣ
1
2
.

Since Rε(0) = 0, we get, as long as ‖Rε
λ(t)‖

Ḣ
1
2

is less or equal to 1/2Ce−λI0 , that

‖Rε
λ(t)‖2

Ḣ
1
2

+
1
2

∫ t

0
‖∇Rε

λ(t′)‖2

Ḣ
1
2
dt′ ≤ Cv0,w0ε

1
3 .

We therefore obtain that Rε goes to zero in L∞(R+; Ḣ
1
2 )∩L2(R+; Ḣ

3
2 ). That implies that uε

remains close for all times to vε
app, which in particular implies Theorem 3. �

3. Estimates on the approximate solution

In this section we shall prove Lemma 2.1 stated in the previous section. The proof of the
lemma is achieved by obtaining estimates on v, stated in the next lemma, as well as on wε

(see Lemma 3.2 below).

Lemma 3.1. Let vh be a solution of the system (NS2D3). Then, for any s greater than −1
and any α ∈ N3, we have, for any y3 in R and for any positive t,

‖∂αvh(t, ·, y3)‖2
Ḣs

h
+

∫ t

0
‖∂α∇hvh(t′, ·, y3)‖2

Ḣs
h
dt′ ≤ Cv0(y3),

where Cv0(·) belongs to L1 ∩ L∞(R) and its norm is controled by a constant Cv0 .

Proof. For s = 0 and α = 0, the estimate is simply the classical L2-energy estimate with y3

as a parameter: writing v = (vh, 0) we have

(3.1) ‖v(t, ·, y3)‖2
L2

h
+ 2

∫ t

0
‖∇hv(t′, ·, y3)‖2

L2
h
dt′ = ‖v0(·, y3)‖2

L2
h
.

In the case when α = 0, the estimate (i) in Lemma 1.1 of [2] gives, for any s greater than −1,

1
2

d

dt
‖v(t, ·, y3)‖2

Ḣs
h

+ ‖∇hv(t, ·, y3)‖2
Ḣs

h
≤ C‖∇hv(t, ·, y3)‖L2

h
‖v(t, ·, y3)‖Ḣs

h
‖∇hv(t, ·, y3)‖Ḣs

h
.

We infer that
d

dt
‖v(t, ·, y3)‖2

Ḣs
h

+ ‖∇hv(t, ·, y3)‖2
Ḣs

h
≤ C‖∇hv(t, ·, y3)‖2

L2
h
‖v(t, ·, y3)‖2

Ḣs
h
.

Gronwall’s lemma ensures that

‖v(t, ·, y3)‖2
Ḣs

h
+

∫ t

0
‖∇hv(t′, ·, y3)‖2

Ḣs
h
dt′ ≤ ‖v0(·, y3)‖2

Ḣs
h
exp

(
C

∫ t

0
‖∇hv(t′, ·, y3)‖2

L2
h
dt′

)
.

The energy estimate (3.1) implies that

‖v(t, ·, y3)‖2
Ḣs

h
+

∫ t

0
‖∇hv(t′, ·, y3)‖2

Ḣs
h
dt′ ≤ ‖v0(·, y3)‖2

Ḣs
h
exp

(
C‖v0‖2

L∞v L2
h

)
.

This proves the lemma in the case when α = 0. Let us now turn to the general case, by
induction on the length of α. It is clear that in the proof, we can restrict ourselves to the case
when s ∈]− 1, 1[.
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Let us assume that, for some k ∈ N,

(3.2) ∀s ∈]− 1, 1[,
∑
|α|≤k

(
‖∂αv(t, ·, y3)‖2

Ḣs
h

+
∫ t

0
‖∂α∇hv(t′, ·, y3)‖2

Ḣs
h
dt′

)
≤ Ck,v0(y3),

with Ck,v0(·) ∈ L1 ∩ L∞(R).

Thanks to the Leibnitz formula we have, for |α| ≤ k + 1,

∂t∂
αvh + vh · ∇h∂αvh −∆h∂αvh = −∇hpα −

∑
β≤α
β 6=α

Cβ
α∂α−βvh · ∇h ∂βvh.

Performing a Ḣs
h energy estimate in the horizontal variable and using the estimate (2.2) in

the case when d = 2 gives

1
2

d

dt
‖∂αv(t, ·, y3)‖2

Ḣs
h

+ ‖∇h∂αv(t, ·, y3)‖2
Ḣs

h

≤ C‖∇hv(t, ·, y3)‖L2
h
‖∂αv(t, ·, y3)‖Ḣs

h
‖∇h∂αv(t, ·, y3)‖Ḣs

h

+Cα

∑
β≤α
β 6=α

∣∣∣(∂α−βvh(t, ·, y3) · ∇h ∂βvh(t, ·, y3)
∣∣∂αvh(t, ·, y3)

)
Ḣs

h

∣∣∣.
To estimate the last term, we shall treat differently the case |β| = 0 and |β| 6= 0. In the first
case, we notice first that when s = 0, laws of product for Sobolev spaces in R2 give(

∂αvh(t, ·, y3) · ∇hvh(t, ·, y3)
∣∣∂αvh(t, ·, y3)

)
L2

h

. ‖∂αvh(t, ·, y3)‖2

Ḣ
1
2
‖∇hvh(t, ·, y3)‖L2

. ‖∂αvh(t, ·, y3)‖L2
h
‖∇h∂αvh(t, ·, y3)‖L2

h
‖∇hvh(t, ·, y3)‖L2

h
.

If s > 0, then again laws of product for Sobolev spaces in R2 give, for s ∈]0, 1[,∣∣∣(∂αvh(t, ·, y3) · ∇hvh(t, ·, y3)
∣∣∂αv(t, ·, y3)

)
Ḣs

h

∣∣∣ . ‖∂αvh‖Ḣs
h
‖∇hvh‖L2

h
‖∇h∂αvh‖Ḣs

h
,

whereas if −1 < s < 0,∣∣∣(∂αvh(t, ·, y3) · ∇hvh(t, ·, y3)
∣∣∂αv(t, ·, y3)

)
Ḣs

h

∣∣∣ . ‖∇h∂αvh‖Ḣs
h
‖∇hvh‖L2

h
‖∂αvh‖Ḣs

h
.

So in any case we have∣∣∣(∂αvh(t, ·, y3) · ∇hvh(t, ·, y3)
∣∣∂αv(t, ·, y3)

)
Ḣs

h

∣∣∣ ≤ 1
4
‖∇h∂αvh‖2

Ḣs
h

+ C‖∇hvh‖2
L2

h
‖∂αvh‖2

Ḣs
h
.

Now let us consider the case when |β| 6= 0. As the horizontal divergence of v is identically 0,
we have∣∣∣(∂α−βvh · ∇h ∂βvh

∣∣∂αv(t, ·, y3)
)

Ḣs
h

∣∣∣ ≤ ‖∂α−βvh(t, ·, y3)⊗∂βvh(t, ·, y3)‖Ḣs
h
‖∇h∂αv(t, ·, y3)‖Ḣs

h
.

Laws of product for Sobolev spaces in R2 give, for s ∈]− 1, 1[,

‖∂α−βvh ⊗ ∂βvh‖Ḣs
h
≤ C‖∂α−βvh‖

Ḣs′
h
‖∂β∇hvh‖

Ḣs−s′
h

,

where s′ is chosen so that s < s′ < 1.
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Finally we deduce that

d

dt
‖∂αv(t, ·, y3)‖2

Ḣs
h

+ ‖∇h∂αv(t, ·, y3)‖2
Ḣs

h
≤ C‖∇hv‖2

L2
h
‖∂αv‖2

Ḣs
h

+ Cα

∑
β≤α

β /∈{0,α}

‖∂α−βv(t, ·, y3)‖Ḣs′
h
‖∂β∇hv(t, ·, y3)‖Ḣs−s′

h

‖∇h∂αv(t, ·, y3)‖Ḣs
h
.

Gronwall’s lemma together with the induction hypothesis (3.2) implies that∑
|α|=k+1

(
‖∂αv(t, ·, y3)‖2

Ḣs
h

+
∫ t

0
‖∂α∇hv(t′, ·, y3)‖2

Ḣs
h
dt′

)

.

( ∑
|α|=k+1

‖∂αv0(·, y3)‖2
Ḣs

h
+ Ck,v0(y3)

)
exp

(
Ck

∫ t

0
‖∇hv(t′, ·, y3)‖2

L2
h
dt′

)
.

The L2 energy estimate (3.1) allows to conclude the proof of Lemma 3.1. �

From this lemma, we deduce the following corollary.

Corollary 3.1. Let vh be a solution of the system (NS2D3). Then, for any non negative σ,
we have

‖vh‖L2(R+;Ḣσ(R3)) ≤ Cv0 and ‖∂αvh‖L2(R+;L∞v Ḣσ
h ) ≤ Cv0 .

Proof. To start with, let us assume σ > 0. Lemma 3.1 applied with s = σ − 1 implies that

(3.3) ∀σ > 0 , ∀α ∈ N , ‖∂αvh‖L2(R+;L2
vḢσ

h ) ≤ Cv0 .

Then, for any non negative σ, we have

‖∂αv(t, ·, y3)‖2
Ḣσ

h
= 2

∫ y3

−∞
(∂3∂

αv(t, ·, y′3)|∂αv(t, ·, y′3)Ḣσ
h
dy′3

≤ 2‖∂3∂
αvh(t, ·)‖L2

vḢσ
h
‖∂αvh(t, ·)‖L2

vḢσ
h

By the Cauchy-Schwarz inequality, we have

∀σ ≥ 0 , ∀α ∈ N , ‖∂αvh‖L2(R+;L∞v Ḣσ
h ) ≤ ‖∂3∂

αvh‖
1
2

L2(R+;L∞v Ḣσ
h )
‖∂αvh‖

1
2

L2(R+;L∞v Ḣσ
h )

.

From (3.3), we infer

(3.4) ∀σ > 0 , ∀α ∈ N , ‖∂αvh‖L2(R+;L∞v Ḣσ
h ) ≤ Cv0 .

Now, by interpolation, it is enough to prove the first inequality with σ = 0. The sys-
tem (NS2D3) can be written{

∂tv −∆hv = f
v|t=0 = v0(·, y3)

with f
def=

∑
1≤j,k≤2

Qj,k(D)(vjvk).
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where Qj,k are homogenenous smooth Fourier multipliers of order 1. By Sobolev embeddings
in R2, we get, for any y3 in R,

‖v(·, y3)‖L2(R+×R2) ≤ ‖v0(·, y3)‖Ḣ−1
h

+ ‖f(·, y3)‖L1(R+;Ḣ−1
h )

≤ ‖v0(·, y3)‖Ḣ−1
h

+ C‖v(·, y3)‖2

L2(R+;Ḣ
1
2
h )

≤ ‖v0(·, y3)‖Ḣ−1
h

+ C‖v(·, y3)‖
L2(R+;Ḣ

1
2
h )

sup
y3

‖v(·, y3)‖
L2(R+;Ḣ

1
2
h )

.

As supy3
‖v(·, y3)‖

L2(R+;Ḣ
1
2
h )
≤ ‖v‖

L2(R+;L∞v Ḣ
1
2
h )

, we infer from (3.4)

‖v‖2
L2(R+×R3)

. ‖v0‖2
L2

vḢ−1
h

+ Cv0‖v‖2

L2(R+;L2
vḢ

1
2
h )
≤ Cv0 .

The corollary is proved. �

Finally we have the following estimate on wε.

Lemma 3.2. Let wε be a solution of the system (T ε
v ). Then, for any s greater than −1 and

any α ∈ N3 and for any positive t, we have

‖∂αwε(t, ·)‖2
L2

vḢs
h

+
∫ t

0
‖∂α∇hwε(t′, ·)‖2

L2
vḢs

h
dt′ ≤ Cv0,w0 .

Proof. We shall only sketch the proof, as it is very close to the proof of Lemma 3.1 which was
carried out above. The only difference is that the horizontal divergence of w does not vanish
identically, but that will not change very much the estimates. We shall only write the proof
in the case when α = 0 and −1 < s < 1, and leave the general case to the reader. Using
Lemma 1.1 of [2] we have, for any y3 in R,(
vh(t, ·, y3) · ∇hwε(t, ·, y3)|wε(t, ·, y3)

)
Ḣs

h

≤ C‖∇hv(t, ·, y3)‖L2
h
‖∇hwε(t, ·, y3)‖Ḣs

h
‖wε(t, ·, y3)‖Ḣs

h
.

Thus we get

1
2

d

dt
‖wε(t)‖2

L2
vḢs

h
+ ‖∇hwε(t)‖2

L2
vḢs

h
≤ 1

4
‖∇hwε(t)‖2

L2
vḢs

h
+ C‖∇hvh(t)‖2

L∞v L2
h
‖wε(t)‖2

L2
vḢs

h

− ε2

∫
R
(∂3p1

(t, ·, y3)|wε,3(t, ·, y3))Ḣs
h
dy3 −

∫
R
(∇hp

1
(t, ·, y3)|wε,h(t, ·, y3))Ḣs

h
dy3.

By integration by parts we have, thanks to the divergence free condition on wε,

−
∫

R
(∂3p1

(t, ·, y3)|wε,3(t, ·, y3))Ḣs
h
dy3 =

∫
R
(p

1
(t, ·, y3)|∂3w

ε,3(t, ·, y3))Ḣs
h
dy3

= −
∫

R
(p

1
(t, ·, y3)|divh wε,h(t, ·, y3))Ḣs

h
dy3.

By definition of the inner product of Ḣs
h, we get

−
∫

R
(∂3p1

(t, ·, y3)|wε,3(t, ·, y3))Ḣs
h
dy3 =

∫
R
(∇hp

1
(t, ·, y3)|wε,h(t, ·, y3))Ḣs

h
dy3.
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Thus we have
1
2

d

dt
‖wε(t)‖2

L2
vḢs

h
+ ‖∇hwε(t)‖2

L2
vḢs

h
≤ 1

4
‖∇hwε(t)‖2

L2
vḢs

h

+ C‖∇hvh(t)‖2
L∞v L2

h
‖wε(t)‖2

L2
vḢs

h
− (1− ε2)

∫
R
(∇hp

1
(t, ·, y3)|wε,h(t, ·, y3))Ḣs

h
dy3.

Now we notice that

−(ε2∂2
3 + ∆h)p

1
= div(vh · ∇hwε) = div

2∑
j=1

∂j(vjwε),

which can be written in the simpler way

−(ε2∂2
3 + ∆h)p

1
= divh Nh

with Nh = vh · ∇hwε,h + ∂3(wε,3vh). It is easy to check that for any σ ∈ R,

(3.5) ‖∇hp
1
‖L2

vḢσ
h

. ‖Nh‖L2
vḢσ

h
,

simply by noticing that

‖∇hp
1
‖2

L2
vḢσ

h
∼

∫
|ξh|2σ+2|p̂

1
(ξ)|2 dξ

∼
∫
|ξh|2σ+4|N̂h(ξ)|2 dξ

(|ξh|2 + ε2|ξ3|2)2

. ‖Nh‖2
L2

vḢσ
h
.

We infer from (3.5) that

‖∇hp
1
‖L2

vḢσ
h

≤ ‖vh · ∇hwε,h‖L2
vḢσ

h
+ ‖∂3(wε,3vh)‖L2

vḢσ
h

≤ ‖vh · ∇hwε‖L2
vḢσ

h
+ ‖wε,3∂3v‖L2

vḢσ
h

+ ‖v divh wε,h‖L2
vḢσ

h
.

We claim that for all −1 < s < 1,

Ih
def=

∫
R
|(∇hp

1
(t, ·, y3)|wε(t, ·, y3))|Ḣs

h
dy3

≤ 1
4
‖∇hwε‖2

L2
vḢs

h
+ C‖wε‖2

L2
vḢs

h
‖∇vh‖2

L∞v L2
h
(1 + ‖vh‖2

L∞v L2
h
).(3.6)

Let us prove the claim. Suppose first that s = 0. Then a product law gives

Ih ≤ ‖wε‖
L2

vḢ
1
2
h

‖∇hp
1
‖

L2
vḢ

− 1
2

h

. ‖wε‖
L2

vḢ
1
2
h

‖vh‖
L∞v Ḣ

1
2
h

‖∇hwε‖L2(R3) + ‖wε‖2

L2
vḢ

1
2
h

‖∂3v‖L∞v L2
h
.

By interpolation, we get

Ih ≤ ‖∇hwε‖
3
2

L2(R3)
‖wε‖

1
2

L2(R3)
‖vh‖

1
2

L∞v L2
h
‖∇hvh‖

1
2

L∞v L2
h

+ ‖wε‖L2(R3)‖∇hwε‖L2(R3)‖∂3v‖L∞v L2
h
.

The claim in the case s = 0 follows from a convexity inequality, which gives

Ih ≤
1
4
‖∇hwε‖2

L2(R3)
+ C‖wε‖2

L2(R3)
(1 + ‖v‖2

L∞v L2
h
)‖∇v‖2

L∞v L2
h
.
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In the case when 0 < s < 1, then we use the product rule

‖∇hp
1
‖L2

vḢs−1
h

. ‖vh‖
L∞v Ḣ

1
2
h

‖∇hwε‖
L2

vḢ
s− 1

2
h

+ ‖wε‖L2
vḢs

h
‖∇v‖L∞v L2

h

along with the fact that
Ih ≤ ‖∇hp

1
‖L2

vḢs−1
h

‖∇hwε‖L2
vḢs

h
.

Finally in the case when −1 < s < 0, we write

Ih ≤ ‖wε · ∇vh‖L2
vḢs

h
‖wε‖L2

vḢs
h

+ ‖wε · vh‖L2
vḢs

h
‖∇hwε‖L2

vḢs
h

. ‖∇vh‖L∞v L2
h
‖wε‖L2

vḢs
h
‖∇hwε‖L2

vḢs
h

+ ‖vh‖
L∞v Ḣ

1
2
h

‖wε‖
L2

vḢ
s+1

2
h

‖∇hwε‖L2
vḢs

h
.

The claim (3.6) follows by interpolation.

Using that result we obtain that

d

dt
‖wε(t)‖2

L2
vḢs

h
+ ‖∇hwε(t)‖2

L2
vḢs

h
. ‖∇vh(t)‖2

L∞v L2
h
‖wε(t)‖2

L2
vḢs

h
(1 + ‖vh(t)‖2

L∞v L2
h
)

and we conclude by a Gronwall lemma. Indeed we get that

‖wε(t)‖2
L2

vḢs
h

+
∫ t

0
‖∇hwε(t′)‖2

L2
vḢs

h
dt′ ≤ ‖w0‖2

L2
vḢs

h

× exp
(

C

∫ t

0
‖∇vh(t′)‖2

L∞v L2
h
(1 + ‖vh(t′)‖2

L∞v L2
h
) dt′

)
.

But by the basic energy estimate (3.1), we have

‖vh(t)‖L∞v L2
h
≤ ‖v0‖L∞v L2

h
.

Moreover, Corollary 3.1 implies that

∇vh ∈ L2(R+;L∞v L2
h),

so Lemma 3.2 is proved in the case when α = 0. The case when α is positive is an easy
adaptation of the proof of Lemma 3.1; it is left to the reader. �

Clearly Lemmas 3.1 and 3.2 allow to obtain Lemma 2.1 stated in the previous section.

4. The estimate of the error term

In this section we shall prove Lemma 2.2 stated above. We need to write down precisely the
equation satisfied by the remainder term Rε, and to check that the forcing terms appearing
in the equation can be made small.

Let us recall that

vε
app(t, x) = ((vh, 0) + ε(wε,h, ε−1wε,3))(t, xh, εx3) and

pε
app(t, x) = (p

0
+ εp

1
)(t, xh, εx3).
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It is an easy computation to see that(
∂tv

ε
app + vε

app · ∇vε
app −∆vε

app

)
(t, xh, x3) = (∂tv

h + vh · ∇hvh −∆hvh, 0)(t, xh, εx3)

+ ε
(
∂tw

ε,h + vh · ∇hwε,h −∆hwε,h − ε2∂2
3wε,h, 0

)
(t, xh, εx3)

+
(
0, ∂tw

ε,3 + vh · ∇hwε,3 −∆hwε,3 − ε2∂2
3wε,3

)
(t, xh, εx3) + εF̃ ε(t, xh, εx3)

where

F̃ ε(t, xh, y3)
def=

(
(εwε · ∇wε,h, wε · ∇wε,3) + (wε · ∇vh, 0) + ε(∂2

3vh, 0)
)
(t, xh, y3).

In order to simplify the notation, let us write F̃ ε = F̃ ε,1 + F̃ ε,2 with

F̃ ε,1 def= (εwε · ∇wε,h, wε · ∇wε,3) + (wε · ∇vh, 0) and

F̃ ε,2 def= ε(∂2
3vh, 0).

Recalling the equations satisfied by vh and wε, we infer that(
∂tv

ε
app + vε

app · ∇vε
app −∆vε

app

)
(t, xh, x3) = −∇pε

app + εGε(t, xh, εx3)

with Gε(t, xh, y3)
def=

(
F̃ ε + (0, ∂3p0

)
)

(t, xh, y3) and F ε(t, xh, x3)
def= εGε(t, xh, εx3). Denot-

ing qε = pε − pε
app, we infer that

∂tR
ε + Rε · ∇Rε + vε

app · ∇Rε + Rε · ∇vε
app −∆Rε = −∇qε + F ε.

So Lemma 2.2 will be established as soon as we prove that ‖F ε‖
L2(R+;Ḣ− 1

2 (R3))
≤ Cv0,w0ε

1
3 .

The forcing term F ε consists in three different types of terms: a pressure term involv-
ing p

0
, a linear term ε2∂2

3vh(t, xh, εx3), and finally a number of nonlinear terms, defined
as εF̃ ε,1(t, xh, εx3) above. Each of these contributions will be dealt with separately. Let us
start by the pressure term.

Lemma 4.1. The following estimate holds:

ε‖(∂3p0
)(t, xh, εx3)‖

L2(R+;Ḣ− 1
2 (R3))

≤ Cv0,w0ε
1
3 .

Proof. We define P ε
0 (t, xh, x3)

def= (∂3p0
)(t, xh, εx3). Sobolev embeddings enable us to write

‖P ε
0 ‖L2(R+;Ḣ− 1

2 (R3))
. ‖P ε

0 ‖L2(R+;L
3
2 (R3))

. ε−
2
3 ‖∂3p0

‖
L2(R+;L

3
2 (R3))

.

Recalling that

p
0

= (−∆h)−1
2∑

j,k=1

∂j∂k(vjvk),
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we have by Sobolev embeddings,

‖∂3p0
‖

L2(R+;L
3
2 (R3))

.
2∑

j,k=1

‖vj∂3v
k‖

L2(R+;L
3
2 (R3))

. ‖v‖L∞(R+;L3(R3))‖∂3v‖L2(R+;L3(R3))

. ‖v‖
L2(R+;H

1
2 (R3))

‖∂3v‖
L∞(R+;H

1
2 (R3))

,

so we can conclude by Lemma 3.1. This proves Lemma 4.1. �

Now let us consider the linear term ε2∂2
3vh(t, xh, εx3). The statement is the following.

Lemma 4.2. The following estimate holds:

ε2‖(∂2
3vh)(t, xh, εx3)‖

L2(R+;Ḣ− 1
2 (R3))

≤ Cv0ε
1
2 .

Proof. We have

ε2‖(∂2
3vh)(t, xh, εx3)‖

L2(R+;Ḣ− 1
2 (R3))

. ε
∥∥∥∂3

(
∂3v

h(t, xh, εx3)
)∥∥∥

L2(R+;Ḣ− 1
2 (R3))

. ε‖(∂3v
h)(t, xh, x3)‖

L2(R+;Ḣ
1
2 (R3))

,

A computation in Fourier variables shows that, for any function a on R3, we have

‖a(xh, εx3)‖2

Ḣ
1
2 (R3)

=
1
ε2

∫
R3

∣∣∣â(
ξh,

ξ3

ε

)∣∣∣2|ξ| dξ

≤ 1
ε

∫
R3

∣∣∣â(
ξh,

ξ3

ε

)∣∣∣2|ξh| dξh
dξ3

ε
+

∫
R3

∣∣∣â(
ξh,

ξ3

ε

)∣∣∣2 |ξ3|
ε

dξh
dξ3

ε
·

By interpolation, we deduce that

‖a(xh, εx3)‖2

Ḣ
1
2 (R3)

≤ 1
ε
‖a‖L2(R3)‖∇ha‖L2(R3) + ‖a‖L2(R3)‖∂3a‖L2(R3).

Applying this inequality with a = ∂3v, we get

ε2‖(∂2
3vh)(t, xh, εx3)‖

L2(R+;Ḣ− 1
2 (R3))

. ε
1
2 ‖∂3v(t)‖

1
2

L2(R+;L2(R3))
‖∂3∇hv(t)‖

1
2

L2(R+;L2(R3))

+ ε‖∂3v(t)‖
1
2

L2(R+;L2(R3))
‖∂2

3v(t)‖
1
2

L2(R+;L2(R3))

≤ Cv0ε
1
2

by Lemma 3.1. This proves Lemma 4.2. �

Now let us turn to the nonlinear terms composing F ε, which we denoted above εF̃ ε,1.

Lemma 4.3. The following estimate holds:

ε‖F̃ ε,1(t, xh, εx3)‖
L2(R+;Ḣ− 1

2 (R3))
≤ Cv0,w0ε

1
3 .
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Proof. We recall that

F̃ ε,1 = (εwε · ∇wε,h, wε · ∇wε,3) + (wε · ∇vh, 0).

Notice that for all functions a and b and any 1 ≤ j ≤ 3,

‖a∂jb‖
L2(R+;Ḣ− 1

2 (R3))
. ‖a∂jb‖

L2(R+;L
3
2 (R3))

. ‖a‖L∞(R+;L3(R3))‖∂jb‖L2(R+;L3(R3)).

Defining cε(t, xh, x3) = (a∂jb)(t, xh, εx3) this implies that

‖cε‖
L2(R+;Ḣ− 1

2 (R3))
. ε−

2
3 ‖a‖

L∞(R+;Ḣ
1
2 (R3))

‖∂jb‖
L2(R+;Ḣ

1
2 (R3))

.

We can apply that inequality to a and b equal to v or wε, due to the results proved in Section 3,
and the lemma follows. �
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initial data, Annales de l’École Normale Supérieure, 39, 2006, pages 679–698.
[4] J.-Y. Chemin and I. Gallagher, Wellposedness and stability results for the Navier-Stokes equations in R3

to appear in Annales de l’Institut Henri Poincaré, Analyse Non Linéaire
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