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Abstract. We prove that fields of meromorphic functions on Stein surfaces
have cohomological dimension 2, and solve the period-index problem and
Serre’s conjecture II for these fields. We obtain analogous results for fields
of real meromorphic functions on Stein surfaces equipped with an antiholo-
morphic involution. We deduce an optimal quantitative solution to Hilbert’s
17th problem on analytic surfaces.

Introduction

The function field C(X) of an integral algebraic variety of dimension n over C is
a finitely generated field of transcendence degree n over C. Its arithmetic properties
impact the geometry of X and are therefore important to investigate.

The complex-analytic analogues of these fields are the fields M(S) of meromor-
phic functions on a connected normal complex space S of dimension n. They are not
always interesting: they may be reduced to the field C of constants even if n > 0.
To ensure that meromorphic functions on S are abundant, one must restrict the
class of complex spaces under consideration. Two cases of interest are projective
varieties and Stein spaces. If S is projective, then all meromorphic functions on S
are algebraic by GAGA, and one is reduced to the case of algebraic function fields.

We henceforth consider the case of Stein spaces (analytic analogues of affine
varieties, characterized by the vanishing of higher cohomology groups of coherent
sheaves, see [GR79]). Their fields of meromorphic functions are much bigger than
algebraic function fields, and correspondingly harder to study. A typical example
is M(Cn): the fraction field of the ring of convergent power series on Cn.

In this article, we focus on the case where S is a Stein surface, and we investigate
various arithmetic questions concerning the field of analytic origin M(S).

0.1. Cohomological dimension. Let F be a field with absolute Galois group ΓF .
The cohomological dimension of F is the largest integer n such that there exists a
finite ΓF -module M with Hn(ΓF ,M) ̸= 0 (or +∞ if there is no upper bound on
these integers). Let X be an integral algebraic variety of dimension n over C. It
is a consequence of Tsen’s theorem that the field F = C(X) of rational functions
on X has cohomological dimension n (see [Ser94, II.4.2, Proposition 11]).

That the field of meromorphic functions on a connected normal Stein curve (that
is, of a connected noncompact Riemann surface) has cohomological dimension 1 has
been known for a long time and is attributed by Guralnick to M. Artin (see [Gur88,
Proposition 3.7]). Our first result deals with the case of Stein surfaces.

Theorem 0.1 (Theorem 6.3). Let S be a connected normal Stein surface. Then
the field M(S) of meromorphic functions on S has cohomological dimension 2.
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When the dimension n of S is arbitrary, a positive result in this direction has been
obtained in [Ben23], under an additional compactness hypothesis. More precisely,
it is shown in [Ben23, Theorem 0.4] that if a connected compact set K ⊂ S is Stein
(i.e., admits a basis of Stein open neighborhoods), then the field M(K) of germs
of meromorphic functions along K has cohomological dimension n. Theorem 0.1
removes this compactness hypothesis (and hence overcomes the difficulties related
to the singularities at infinity of meromorphic functions on S), when n = 2.

0.2. The real case. Let X be an integral algebraic variety of dimension n over R.
If X(R) is Zariski-dense in X, then −1 is not a sum of squares in R(X). It follows
from E. Artin and Schreier’s work that the field R(X) can be ordered compatibly
with the field structure (see [AS27, Satz 7b]), and hence that it has infinite coho-
mological dimension (see e.g. [Sch94, Remark 7.5]). Conversely, a result attributed
to Ax by Colliot-Thélène and Parimala states that if X(R) is not Zariski-dense
in X (for instance if X(R) = ∅), then R(X) has cohomological dimension n (see
[CTP90, Proposition 1.2.1]).

With applications to real-analytic geometry in mind, it is important to investi-
gate analogues of this result in Stein geometry. Let G := Gal(C/R) ≃ Z/2 be the
group generated by the complex conjugation. A G-equivariant Stein space is a Stein
space equipped (as a locally ringed space) with an action of G such that the com-
plex conjugation acts C-antilinearly on the structure sheaf (in other words, it is a
Stein space equipped with an antiholomorphic involution). We prove the following
real counterpart of Theorem 0.1 (in dimension 1, see [BW21, Proposition A.8]).

Theorem 0.2 (Theorem 6.2). Let S be a normal G-equivariant Stein surface
with S/G connected. Let M(S)G be the field of G-invariant meromorphic func-
tions on S. The following assertions are equivalent:

(i) the field M(S)G has finite cohomological dimension;
(ii) the field M(S)G has cohomological dimension 2;

(iii) the field M(S)G admits no field orderings;
(iv) SG is a discrete subset of S.

In view of Theorem 0.2, to overcome difficulties related to the failure ofM(S)G

having finite cohomological dimension (equal to 2) in general, it is critical to control
the field orderings of M(S)G. This is the purpose of the next theorem.

Recall that if A is a ring, the real spectrum Sper(A) of A is the set of pairs (p,≺)
where p is a prime ideal of A and ≺ is a field ordering of Frac(A/p). It is endowed
with the spectral topology [BCR98, Definition 7.1.3], which is generated by open
sets of the form {(p,≺) ∈ Sper(A) | a1, . . . , am ≻ 0} for some a1, . . . , am ∈ A.
If S is a Stein surface, we identify s ∈ SG with (ms,≺s) ∈ Sper(O(S)G), where
ms = {a ∈ O(S)G | a(s) = 0} and ≺s is the unique field ordering of O(S)G/ms = R.

Theorem 0.3 (Theorem 6.5). If S is a normal G-equivariant Stein surface such
that S/G is connected, the closure of SG in Sper(O(S)G) contains Sper(M(S)G).

Theorem 0.3 is the so-called Artin–Lang property for the fieldM(S)G. For real-
analytic surfaces (which amounts to only considering the germ of S along SG), the
Artin–Lang property was proven by Castilla [Cas94, Theorem 1.1] in the nonsingu-
lar case and by Andradas, Díaz-Cano and Ruiz [ADCR03, Theorem 2] in general.
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0.3. The period-index problem. Let F be a field with separable closure F s and
absolute Galois group ΓF . The Brauer group Br(F ) of F is the Galois cohomology
group H2(ΓF , (F s)∗) = H2

ét(Spec(F ),Gm). It may equivalently be defined as the
set of isomorphism classes of central division algebras D over F , with law group
given by [D1] · [D2] = [D3] if and only if D1 ⊗F D2 ≃MN (D3) for some N ≥ 0.

Two important invariants of a class η ∈ Br(F ) are its period per(η) (its order in
the torsion group Br(F )) and its index ind(η) (the smallest degree of a finite field
extension F ′/F splitting η; equivalently the gcd of these degrees; equivalently the
integer

√
dimF (D) where D is a central division algebra over F representing η).

These two integers share the same prime factors, and per(η) | ind(η). We refer
to [GS17] for a textbook account of this theory.

The period-index problem aims at controlling ind(η) when per(η) is known. Its
difficulty increases with the arithmetic complexity of F . If F is perfect of cohomo-
logical dimension 1, then Br(F ) = 0 (see [Ser94, II.3.1, Proposition 6]) and the prob-
lem is vacuous. If F has cohomological dimension 2, it is often reasonable to expect
that ind(η) = per(η). This may fail (see Merkurjev’s counterexamples [Mer91, §3]),
but it holds for many fields of geometric or arithmetic interest, such as function
fields of complex algebraic surfaces (de Jong’s period-index theorem [dJ04, Lie08]).
The survey [CT06] contains a detailed discussion and many more examples. Our
next result covers the case of fields of meromorphic functions on Stein surfaces.

Theorem 0.4 (Theorem 7.3). Let S be a connected normal Stein surface. For
any η ∈ Br(M(S)), one has ind(η) = per(η).

Our arguments also prove that any class η ∈ Br(M(S)) is cyclic (see Remark 7.4).
Real analogues of de Jong’s period-index theorem were investigated in [Ben19].

In particular, it was shown in [Ben19, Theorem 0.3] that if X is an integral algebraic
surface over R such that X(R) is not Zariski-dense in X, then ind(η) = per(η) for
all classes η ∈ Br(R(X)). Here is the counterpart of this result in Stein geometry.

Theorem 0.5 (Theorem 7.6). Let S be a normal G-equivariant Stein surface with
S/G connected and SG discrete. For any η ∈ Br(M(S)G), one has ind(η) = per(η).

One cannot remove the hypothesis that SG be discrete in Theorem 0.5. Indeed,
the sum of quaternion algebras (−1,−1) + (x, y) ∈ Br(M(C2)G), where G acts
naturally on C2, has period 2 and index 4 (it still has index 4 in Br(R((x))((y))) by
[Lam05, VI, Example 1.11]; such examples go back to Albert [Alb32, Theorem 2]).

In the algebraic setting, the hypothesis that X(R) is not Zariski-dense was weak-
ened in [Ben19, Theorem 0.4] by only requiring that η vanishes in restriction to the
real points of some Zariski-dense open subset of X (see also [CTOP02, Theorem 4.1]
in the local case). We improve Theorem 0.5 by weakening the hypothesis that SG

be discrete in a similar way.
If F is a field and ξ ∈ Sper(F ) is a field ordering, we let Fξ be the associated

real closure of F (its biggest ordered algebraic extension). We then define

(0.1) Br(F )0 := Ker
[
Br(F )→

∏
ξ∈Sper(F )

Br(Fξ)
]
.

Theorem 0.6 (Theorem 7.5). Let S be a normal G-equivariant Stein surface
with S/G connected. If η ∈ Br(M(S)G)0, then ind(η) = per(η).

A further application of these results to the u-invariant is presented in §7.3.
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0.4. Serre’s conjecture II. It is a theorem of Steinberg [Ste65, Theorem 1.9]
(previously Serre’s conjecture I) that if H is a connected linear algebraic group
over a perfect field F of cohomological dimension 1, then all H-torsors over F
are trivial (that is, H1(F,H) = 0). Serre’s conjecture II asserts that if H is a
simply connected semisimple algebraic group over a perfect field of cohomological
dimension 2, then H1(F,H) = 0. Partial results are known for particular groups
(see [BFP95, Che03, Gil01]) or particular fields (such as function fields of complex
algebraic surfaces, thanks to de Jong, He and Starr [dJHS11, Theorem 1.5]). We
refer to the survey [Gil10] for more information. We solve Serre’s conjecture II for
fields of meromorphic functions of possibly G-equivariant Stein surfaces.

Theorem 0.7 (Theorem 8.2). Let S be a connected normal Stein surface. If H is a
simply connected semisimple algebraic group over M(S), then H1(M(S), H) = 0.

Theorem 0.8 (Theorem 8.3). Let S be a normal G-equivariant Stein surface
with S/G connected and SG discrete. If H is a simply connected semisimple al-
gebraic group over M(S)G, then H1(M(S)G, H) = 0.

These theorems follow from known results on Serre’s conjecture II, from Theo-
rems 0.1, 0.2, 0.4 and 0.5, and from the following theorem of independent interest
(whose proof is inspired by the analogous result of Colliot-Thélène, Ojanguren and
Parimala [CTOP02, Theorem 2.2] in the local case).

Theorem 0.9 (Theorem 8.1). Let S be a connected normal Stein surface. The
maximal abelian extension M(S)ab of M(S) has cohomological dimension 1.

When SG is not discrete, the fieldM(S)G only has virtual cohomological dimen-
sion 2 (i.e.M(S)G[

√
−1] has cohomological dimension 2), and Serre’s conjecture II

should be replaced with a Hasse principle proposed by Colliot-Thélène [CT96] and
Scheiderer [Sch96] (see [BFP98, p. 652] for a precise statement). We do not know
how to prove this Hasse principle in general for the fields M(S)G.

0.5. Hilbert’s 17th problem. E. Artin’s positive answer to Hilbert’s 17th prob-
lem ([Art27, Satz 4], see also [Lan53, Theorem 9]) shows that if X is an integral
variety over R and h ∈ O(X) takes nonnegative values on X(R), then h is a sum
of squares in R(X). A quantitative refinement of Artin’s theorem was obtained by
Pfister ([Pfi67, Theorem 1], see also [Pfi71, Theorem 2]), who showed that h is then
a sum of 2n squares in R(X). We prove an analogue of the results of Artin and
Pfister for G-equivariant holomorphic functions on G-equivariant Stein surfaces.

Theorem 0.10 (Theorem 9.2). Let S be a normal G-equivariant Stein surface.
Fix h ∈ O(S)G. The following assertions are equivalent:

(i) there exists a closed discrete subset Σ ⊂ SG such that h ≥ 0 on SG \ Σ;
(ii) h is a sum of squares in M(S)G;

(iii) h is a sum of 3 squares in M(S)G.

One deduces the following consequence in the more classical real-analytic setting.

Theorem 0.11 (Theorem 9.4). Let M be a normal real-analytic variety of pure
dimension 2 and fix h ∈ O(M). The following assertions are equivalent:

(i) h ≥ 0 on M ;
(ii) h is a sum of squares in M(M);

(iii) h is a sum of 3 squares in M(M).
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The qualitative statement Theorem 0.11 (i)⇔(ii) was already known [ADCR03,
Theorem 1]. Its quantitative refinement (Theorem 0.11 (i)⇔(iii)) was known if M
is a manifold [Jaw82, Corollary 2], or with the weaker bound 5 on the number of
squares (see [ABFR05, Theorem 1.2] or [Fer21]). Bounding the required number
of squares by 3, as we do, is optimal in general (see [Jaw82, Corollary 2]). In
higher dimensions, even the qualitative statement is not known to hold (unless M
is compact, see [Rui85, Theorem 1], [Jaw86, Theorem 1] and [Ben23, Theorem 0.1]).

Theorem 0.10 is entirely new. Its qualitative part (Theorem 0.10 (i)⇔(ii)) is a
direct application of Theorem 0.3, in view of the relation between field orderings
and sums of squares discovered by Artin [Art27, Satz 1].

0.6. A generic comparison theorem over Stein surfaces. Let S be a con-
nected normal Stein surface. The main difficulty in proving the theorems stated
in §§0.1–0.5 is to find a way to compute or control the Galois cohomology ofM(S).
Our strategy is to relate it to the singular cohomology of (Zariski-open subsets of) S.
More generally, we hope to compare the étale cohomology of an O(S)-scheme X of
finite presentation, and the singular cohomology of its analytification Xan (in the
sense of Bingener [Bin76], see §1.2). In a perfect world, the comparison morphisms

Hk
ét(X,L)→ Hk(Xan,Lan)

would be isomorphisms for all constructible étale sheaves L on X and all k ≥ 0.
Unfortunately, this is false in general (see Remark 5.6 (iv)). Our way out is to
prove the following weaker generic comparison theorem.
Theorem 0.12 (Theorem 5.5). Let S be a reduced Stein space of dimension ≤ 2.
Let L be a constructible étale sheaf on an O(S)-scheme of finite presentation X. If
one lets a ∈ O(S) run over all nonzerodivisors, the comparison morphisms
(0.2) colim

a
Hk

ét(XO(S)[ 1
a ],L)→ colim

a
Hk((XO(S)[ 1

a ])an,Lan)

are isomorphisms for all k ≥ 0.
The left-hand side of (0.12) is equal to Hk

ét(XM(S),L) (see [SP, Lemma 03Q6]),
and hence computes the Galois cohomology of M(S) when X = Spec(O(S)).

Theorem 0.12 and its G-equivariant extension Theorem 5.7 allow us to reduce our
main results to problems pertaining to the singular cohomology of Stein surfaces.
These are solved using that Stein surfaces have the homotopy type of 2-dimensional
CW complexes, and that their higher coherent cohomology groups vanish.

When S is a point, Theorem 0.12 amounts to M. Artin’s comparison theorem
between the étale cohomology of a complex algebraic variety and the singular co-
homology of its analytification [SGA4III, XVI, Théorème 4.1].

The first extension of Artin’s theorem to Stein geometry appeared in [Ben23,
Theorem 0.5]. The comparison theorem of loc. cit. was restricted to algebraic vari-
eties over Stein compacta and therefore avoided complications related to the singu-
larities at infinity of holomorphic functions on S, as well as most difficulties related
to the nonnoetherianness of O(S). It was however valid in all dimensions, and did
not require to invert the nonzerodivisors of O(S).

In contrast, the map (0.2) would fail to be an isomorphism in general if one did
not take the colimit over all nonzerodivisors (see Remark 5.6 (iv)). It also fails
to be an isomorphism in general if S is nonreduced, or if X is only of finite type
over O(S), or if L is not constructible (see Remarks 5.6 (i), (ii) and (iii)). We do
not know if Theorem 0.12 remains valid with no restriction on the dimension of S.

https://stacks.math.columbia.edu/tag/03Q6
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0.7. Proof of the comparison theorem. Using the relative comparison theorem
[Ben23, Theorem 3.7] and standard dévissage arguments, one reduces the proof of
Theorem 0.12 to the case where X = Spec(O(S)) and L = Z/m for some m ≥ 1.
In this crucial case, the morphism (0.2) takes the particularly simple form

(0.3) colim
a

Hk
ét(Spec(O(S)[ 1

a ]),Z/m)→ colim
a

Hk(S \ {a = 0},Z/m).

Inspired by the proof of Artin’s comparison theorem in the algebraic case, we
introduce the change of topology morphism ε : Scl → (Spec(O(S)))ét (see §1.2
for more details). One would ideally want to prove that Z/m ∼−→ ε∗Z/m and
that Rsε∗Z/m = 0 for s > 0. If that were true, we would deduce from the Leray
spectral sequence for ε that (0.3) is an isomorphism (even without taking the colimit
on a). Unfortunately, this is not quite true (which explains why our comparison
theorem only holds generically). We prove weaker versions of these assertions that
suffice to deduce the validity of Theorem 0.12.

The morphism of sheaves Z/m→ ε∗Z/m and the sheaf R1ε∗Z/m are investigated
in Sections 2 and 3 respectively. This amounts to studying closed and open subsets
(resp. cyclic finite étale covers) of étaleO(S)-schemes. In doing so, we impose as few
restrictions as possible on the base Stein space S (see Theorem 2.8, Proposition 3.8
and Theorem 3.12). In particular, the dimension of S may be arbitrary. In addition,
in Section 3, we consider arbitrary finite étale covers that may not be cyclic. These
results are complemented by examples showing their optimality (see Remarks 2.10
and 3.13). This part of our work is in the spirit of (and relies on) classical algebraic
results concerning rings of meromorphic or holomorphic functions on Stein spaces,
such as Iss’sa’s [Iss66] and Forster’s [For67].

To control the sheaf R2ε∗Z/m, we study degree 2 singular cohomology classes on
Stein surfaces in Section 4 (see notably Propositions 4.12 and 4.16). In contrast with
the results of Sections 2 and 3, we rely in a crucial way on S being of dimension ≤ 2.
In addition, for later use in the proofs of Theorems 0.5 and 0.6, it is essential that
we work G-equivariantly there.

As for the sheaves Rsε∗Z/m for s ≥ 3, it is easy to show that they vanish on the
nose when S has dimension ≤ 2, using that Stein spaces of dimension ≤ 2 have the
homotopy type of CW complexes of dimension ≤ 2.

0.8. Structure of the article. Generalities on Stein spaces and the analytification
functor are gathered in Section 1. As already indicated in §0.7, Sections 2, 3
and 4 contain the results that we need to control cohomology classes of respective
degrees 0, 1 and 2 in the proof of the generic comparison theorem (Theorem 0.12).
They are combined in Section 5 to prove Theorem 0.12 (and its G-equivariant
companion Theorem 5.7).

We deduce our theorems on the cohomological dimension and on the orderings
of fields of (possibly G-invariant) meromorphic functions in Section 6. Applications
to the period-index problem, to Serre’s conjecture II, and to Hilbert’s 17th problem
appear in Sections 7, 8 and 9 respectively.

0.9. Acknowledgements. I thank James Hotchkiss for an interesting email cor-
respondence.
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1. Stein spaces and algebraic varieties over them

1.1. Generalities on complex spaces. Complex spaces (in the sense of [GR84,
1, §1.5]) are assumed to be second-countable, but may not be Hausdorff, reduced,
or finite-dimensional. A complex space S is said to be Stein if Hk(S,F) = 0 for all
coherent sheaves F on S and all k > 0 (see [GR79]). Stein spaces are Hausdorff.

We set G := Gal(C/R) ≃ Z/2 and we let σ ∈ G denote the complex conjuga-
tion. As in [BW21, Appendix A], we define a G-equivariant complex space to be
a complex space endowed (as a C-ringed space) with an action of G such that the
complex conjugation acts C-antilinearly on the structure sheaf. It is said to be
Stein (resp. reduced, normal, nonsingular...) if so is the underlying complex space.

If S is a complex space, we let Sσ denote the complex conjugate of S. It is
equal to S as a ringed space, but its structural morphism µ : C → OS is replaced
with µ ◦σ. The disjoint union S ⊔Sσ then has a natural structure of G-equivariant
complex space, obtained by letting σ exchange the two factors.

Lemma 1.1. (i) If S is a G-equivariant complex manifold of dimension n, then SG

is a C∞ manifold of dimension n.
(ii) Let S be a G-equivariant complex space. If SG is included in a nowhere

dense complex subspace of S, then SG only contains singular points of S.

Proof. Let s ∈ SG be nonsingular. Using a G-invariant local system of coordinates
z1, . . . , zn ∈ (OS,s)G, we can G-equivariantly identify some open neighborhood Ω
of s in S with an open neighborhood of the origin in Cn. This proves (i).

To prove (ii), note that if moreover a ∈ O(Ω) vanishes on ΩG = Ω∩Rn, then the
coefficients of the expansion of a in powers of z1, . . . , zn vanish, so a = 0 in OS,s. □

A proper holomorphic map p : T → S between reduced complex spaces is a mod-
ification (resp. an alteration) if there exists a nowhere dense closed analytic subset
Σ ⊂ S such that p−1(Σ) is nowhere dense in T and p|p−1(S\Σ) : p−1(S \ Σ)→ S \ Σ
is an isomorphism (resp. a local biholomorphism). A finite alteration is called an
analytic covering (unlike in [GR84, 7, §2.1], we do not insist that p be surjec-
tive). An alteration is said to be of degree d (resp. of bounded degree) if the fibers
of p|p−1(S\Σ) have cardinality d (resp. bounded cardinality).

We let M(S) denote the ring of meromorphic functions on a complex space S.
If p : T → S is an analytic covering of degree 1 between reduced complex spaces
(for instance the normalization map), then M(S) ∼−→M(T ) (see [GR84, 8, §1.3]).
If S is Stein and reduced, thenM(S) is the total ring of fractions of O(S) (use the
coherence of sheaves of denominators [GR84, 6, §3.2]). If S is a reduced Stein space
with finitely many irreducible components, there is an equivalence of categories

(1.1)
{

analytic coverings T → S
with T normal

}
→

{
finite étale M(S)-algebras

}
sending a degree d analytic covering T → S with T normal to the degree d finite
étale M(S)-algebras M(T ) (see [Ben23, §1.5]). Similarly, it is shown in [Ben23,
Proposition 5.4] that if S is a reduced G-equivariant Stein space with finitely many
irreducible components, there is an equivalence of categories

(1.2)
{
G-equivariant analytic coverings

T → S with T normal

}
→

{
finite étale M(S)G-algebras

}
.
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1.2. The analytification functor. Let S be a Stein space. Beware that the
ring O(S) of holomorphic functions on S is not noetherian in general. If X is
an O(S)-scheme locally of finite presentation, Bingener [Bin76, Satz 1.1] has de-
fined the analytification Xan of X to be the complex space over S endowed with a
morphism iX : Xan → X of locally ringed spaces such that

(1.3) HomS(S′, Xan) iX ◦ −−−−−→ HomO(S)−locally ringed spaces(S′, X)

is bijective for all complex spaces S′ over S. ThenX 7→ Xan is a functor [Bin76, p. 2]
respecting fiber products [Bin76, p. 3] and compatible with change of the base Stein
space [Bin76, (1.2)]. It is also compatible with restriction of scalars as we now show.

Lemma 1.2. Let S′ → S be a holomorphic map between Stein spaces. Let X ′ be
an O(S′)-scheme locally of finite presentation. Let X be the scheme X ′ viewed as
an O(S)-scheme. Assume that the O(S)-scheme X is locally of finite presentation.
Then the analytifications Xan and (X ′)an are canonically isomorphic.

Proof. When S′ is finite-dimensional, a proof is given in [Bin76, (1.3)]. This proof
works in general, replacing the reference [For67] by [Ben24b, Proposition 3.4]. □

To give just a few examples, one can compute that Spec(O(S))an = S, that
Spec(O(S)[ 1

a ])an = S \ {a = 0}, that (AN
O(S))an = S × CN , etc.

Lemma 1.3. Let S be a Stein space. Let X be an O(S)-scheme locally of finite pre-
sentation. The map iX : Xan → X induces a bijection Xan ∼−→ X(C) (where X(C)
is the set of C-points of X viewed as a C-scheme).

Proof. When X = Spec(O(S)), the lemma follows from [For67, §1] if S is finite-
dimensional, and from [Ben24b, Theorem 0.1] in general. The general case of the
lemma now follows from (1.3) applied with S′ equal to a point of S. □

It is shown in [Bin76, Satz 3.1] that if f : X → Y is a morphism of finite pre-
sentation between O(S)-schemes locally of finite presentation, and if f is separated
(resp. proper, finite, flat, étale) then fan : Xan → Y an is separated (resp. proper,
finite, flat, a local biholomorphism).

LetX be anO(S)-scheme locally of finite presentation. LetXét be the small étale
site of X, and let (Xan)cl be the site of local isomorphisms of its analytification Xan

(see [SGA4III, XI, §4.0]). There are natural site morphisms ε : (Xan)cl → Xét and
δ : (Xan)cl → Xan. By [SGA4I, III, Théorème 4.1], the morphism δ∗ induces
an equivalence of topoi. As a consequence, for cohomological purposes, we will not
distinguish between (Xan)cl and Xan. If L is an étale sheaf on X, we let Lan := ε∗L
denote its analytification. For k ≥ 0, we consider the comparison morphisms

(1.4) Hk
ét(X,L)→ Hk(Xan,Lan).

As explained in [Ben23, §5.3], these constructions admit G-equivariant variants.
If S is a G-equivariant Stein space, there is an analytification functor associating
with an O(S)G-scheme X locally of finite presentation a G-equivariant complex
space Xan over S.

Lemma 1.4. Let S be a G-equivariant Stein space. Let X be an O(S)G-scheme
locally of finite presentation. There is a natural bijection (Xan)G ∼−→ X(R) (where
X(R) is the set of R-points of X viewed as an R-scheme).
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Proof. The bijection Xan ∼−→ X(C) obtained by applying Lemma 1.3 to XO(S) is
G-equivariant. The lemma follows by Galois descent. □

The analytification of an étale sheaf L on X is a G-equivariant sheaf Lan on Xan

and, for k ≥ 0, there are comparison morphisms
(1.5) Hk

ét(X,L)→ Hk
G(Xan,Lan),

where the right-hand side of (1.5) is a G-equivariant cohomology group (see §4.1).

1.3. Finite O(S)-schemes of finite presentation. If (S,OS) is any ringed space
and π : (S,OS) → (pt,O(S)) is the natural morphism of ringed spaces, there is a
monoidal adjunction

(1.6)
{

sheaves of OS-modules
} π∗
⇄
π∗

{
O(S)-modules

}
.

A sheaf of OS-modules F will be said to be finitely presented if there exists a short
exact sequence O⊕N ′

S → O⊕N
S → F → 0 for some integers N,N ′ ≥ 0.

Proposition 1.5. Let S be a Stein space and let π : (S,OS) → (pt,O(S)) be as
above. The functors π∗ and π∗ induce a monoidal adjoint equivalence of categories

(1.7)
{

finitely presented
sheaves of OS-modules

}
π∗
⇄
π∗

{
finitely presented
O(S)-modules

}
Proof. On the one hand, the functor F 7→ π∗(F) = H0(S,F) is exact on the
category of sheaves of finite presentation on S, because S is Stein and these sheaves
are coherent. On the other hand, the functor M 7→ π∗(M) is exact on the category
of O(S)-modules, because the natural ring morphisms O(S) → OS,s are flat for
all s ∈ S (e.g. apply [Ben23, Lemma 1.8] with K = {s}). It follows that π∗ and π∗

preserve the condition of being finitely presented, whence the diagram (1.7).
The tensor product of O(S)-modules, or of sheaves of OS-modules, preserves the

condition of being finitely presented [Bou70, II, §3.6, Proposition 6]. Since (1.6) is
a monoidal adjunction, we deduce that so is (1.7).

Let F be a finitely presented sheaf of OS-modules. We claim that the counit
π∗(π∗(F)) → F is an isomorphism. Making use of a presentation of F , it suf-
fices to prove the claim for F = OS , which reduces us to the obvious fact that
π∗(O(S)) ∼−→ OS . Let M be a finitely presented O(S)-module. We also claim that
the unit M → π∗(π∗(M)) is an isomorphism. Using a presentation of M , we reduce
to the case M = O(S), which boils down to the tautology O(S) ∼−→ H0(S,OS). It
follows from these claims that (1.7) is an adjoint equivalence of categories. □

Remark 1.6. (i) The equivalence (1.7) restricts to an equivalence between the cate-
gories of finitely presented sheaves of OS-modules F that are locally free of rank r
and of O(S)-modules M that are locally free of rank r (hence of finite presentation
by [SP, Lemma 00NX]). Clearly, if M is locally free of rank r, then so is F . Con-
versely, if F is locally free of rank r, then so is M by [For67, Sätze 6.2 und 6.3]
(the irreducibility and finite-dimensionality hypotheses in [For67, Satz 6.3] are only
used to ensure that M is finitely generated; here, it is even finitely presented).

(ii) If S is finite-dimensional, then any coherent sheaf of OS-modules F that
is locally free of rank r is finitely presented. Indeed, by [Kri69, Theorem 1], one
can find a surjection O⊕N

S → F for some N ≥ 0. Its kernel is still locally free, of
rank N − r, so applying [Kri69, Theorem 1] again concludes.
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Proposition 1.7. Let S be a Stein space. Then (1.7) induces an adjoint equivalence

(1.8)
{

finite O(S)-schemes X
of finite presentation

}
⇄

{
finite holomorphic maps p : T → S
such that p∗OT is finitely presented

}
whose involved functors are X 7→ Xan and T 7→ Spec(O(T )). The O(S)-scheme X
is flat (resp. étale) if and only if p is flat (resp. a local biholomorphism).

Proof. The monoidal adjoint equivalence (1.7) induces an adjoint equivalence

(1.9)
{

finitely presented
sheaves of OS-algebras

}
π∗
⇄
π∗

{
finitely presented
O(S)-algebras

}
,

where finitely presented is meant as sheaves of OS-modules and as O(S)-modules.
The adjoint equivalence (1.8) is obtained by passing to opposite categories, using
the spectrum construction Spec (and that an O(S)-algebra is finitely presented
as an O(S)-module if and only if it is finite of finite presentation; see [SP, Lem-
mas 0D46 and 0564]) on one side, and the analytic spectrum construction Specan
(see [Fis76, Theorem 1.15 b)]) on the other side.

We now identify the right arrow X 7→ Specan(π∗O(X)) of (1.8) with X 7→ Xan.
For any holomorphic map q : S′ → S of complex spaces,

HomS(S′,Specan(π∗O(X))) = HomOS
(π∗O(X), q∗OS′)

= HomO(S)(O(X),O(S′))
= HomSpec(O(S))(S′, X),

where the first equality is the definition of the analytic spectrum given in [Fis76,
§1.14], the second equality is the adjunction between π∗ and π∗, and the third one
is [SP, Lemma 01I1]. Comparing with (1.3) concludes.

The direct implications of the last assertion follow from the general properties of
the analytification functor. If p is flat, then p∗OT is locally free (of bounded rank
as it is finitely presented), and hence O(S)-module O(T ) is flat by Remark 1.6 (i).

Assume that p is a local biholomorphism. The locus Z ⊂ Spec(O(S)) over
which the finite locally free morphism X → Spec(O(S)) (see [SP, Lemma 02KB])
is not étale has a natural schematic structure locally defined by the vanishing of a
single equation (see [SP, Lemma 0BJF]). It is therefore a closed subscheme of finite
presentation of Spec(O(S)). Since Zan = ∅ (as p is a local biholomorphism), one
has Z = ∅ by the equivalence (1.8). It follows that X is an étale O(S)-scheme. □

Corollary 1.8. Let S be a Stein space. Let X be a finite O(S)-scheme of finite
presentation. The natural morphism O(X)→ O(Xan) is an isomorphism.

Proof. By Proposition 1.7, the counit map Spec(O(Xan)) → X of (1.8) is an iso-
morphism. Applying the global sections functor shows that O(X) ∼−→ O(Xan). □

Remark 1.9. Let S be a reduced countable Stein space. Let m ⊂ O(S) be a maximal
ideal associated with a nonprincipal ultrafilter on S. Define X := Spec(O(S)/m).
Then Xan = ∅, so O(S)/m = O(X)→ O(Xan) is not an isomorphism. This shows
that the finite presentation hypothesis in Corollary 1.8 cannot be dispensed with.

2. Algebraization of closed and open subsets

The goals of this section are Theorem 2.8 and its consequence Corollary 2.11.

https://stacks.math.columbia.edu/tag/0D46
https://stacks.math.columbia.edu/tag/0564
https://stacks.math.columbia.edu/tag/01I1
https://stacks.math.columbia.edu/tag/02KB
https://stacks.math.columbia.edu/tag/0BJF
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2.1. Rings of holomorphic functions of normal Stein spaces.

Lemma 2.1. If S is a connected normal Stein space, then the ring O(S) is a
normal domain.

Proof. Since S is normal, it is locally irreducible, and hence irreducible by connect-
edness. As S is moreover reduced, it follows that O(S) is a domain.

Suppose that a ∈ O(S) and b ∈ O(S)∗ are such that h = a
b ∈ Frac(O(S)) satisfies

an equation of the form hd +
∑d−1

i=0 cih
i = 0 with ci ∈ O(S). Then h ∈ M(S) is

a section of the normalization sheaf ÔS of S (see [GR84, 6, §4.1]), hence a section
ofOS as S is normal. The ringO(S) is therefore integrally closed in Frac(O(S)). □

Lemma 2.2. Let (Ai)i∈I be normal domains. Then
∏

i∈I Ai is a directed colimit
of normal Z-algebras of finite type.

Proof. Write
∏

i∈I Ai as the filtered colimit of all finitely generated Z-algebras B
equipped with a ring morphism to

∏
i∈I Ai (see [SP, Lemma 0BUF]). We only need

to prove that the category of those B →
∏

i∈I Ai with B is normal is cofinal (as one
can then replace the filtered colimit by a directed colimit, by [SP, Lemma 0032]).

In view of [SP, Lemma 0BUC], it suffices to verify that for any B
u−→

∏
i∈I Ai

as above, there exists a factorization B v−→ B′ w−→
∏

i∈I Ai of u with B′ normal and
finitely generated over Z. Define reduced schemes X1, . . . , Xk with X1 = Spec(B),
with Xj+1 equal to the singular locus of Xj , and with Xk is regular. Let X̃j be
the normalization of Xj and let B′ be the coordinate ring of the disjoint union of
the X̃j . Define v : B → B′ to be the natural morphism. To define w, consider
the morphism ui : Spec(Ai) → Spec(B) induced by the ith component of u, and
let Zi ⊂ Spec(B) = X1 be the closure of the image of ui. Let ji be maximal such
that Zi ⊂ Xji . Let Zi ⊂ X̃ji be the strict transform of Zi in X̃ji . The mor-
phism ui : Spec(Ai)→ Spec(B) lifts to the normalization of Zi and hence a fortiori
to Zi. Define wi to be the induced morphism Spec(Ai)→ Zi ⊂ X̃ji

⊂ Spec(B′) and
let w : B′ →

∏
i∈I Ai be the ring morphism with components given by the wi. □

Remark 2.3. Not all normal rings are directed colimits of normal noetherian rings
(one can check that the ring appearing in [SP, §0568] is a counterexample).

Corollary 2.4. Let S be a normal Stein space. Then O(S) is a directed colimit of
normal Z-algebras of finite type.

Proof. Let (Si)i∈I be the connected components of S. Then O(S) =
∏

i∈I O(Si),
so the corollary follows from Lemmas 2.1 and 2.2. □

2.2. Zerodivisors on étale O(S)-schemes.

Lemma 2.5. Let f : X → Y be a morphism of schemes that is étale of finite
presentation. Assume that Y is a directed limit with affine transition maps of
normal noetherian schemes. If a1, a2 ∈ O(X) are such that a1a2 = 0, one can write
X = V1∪V2 as the union of two disjoint open subsets with a1|V1 = 0 and a2|V2 = 0.

Proof. It follows from [SP, Lemmas 01ZM (1), 07RP and 01YZ] that X is itself
a directed limit with affine transition maps of schemes which admit an étale mor-
phism of finite presentation to a normal noetherian scheme, and hence which are
themselves normal noetherian (by [SP, Lemma 034F]).

https://stacks.math.columbia.edu/tag/0BUF
https://stacks.math.columbia.edu/tag/0032
https://stacks.math.columbia.edu/tag/0BUC
https://stacks.math.columbia.edu/tag/0568
https://stacks.math.columbia.edu/tag/01ZM
https://stacks.math.columbia.edu/tag/07RP
https://stacks.math.columbia.edu/tag/01YZ
https://stacks.math.columbia.edu/tag/034F
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Consequently, in view of [SP, Lemma 01YX], there exist a normal noetherian
scheme Z, a morphism g : X → Z, and b1, b2 ∈ O(Z) with a1 = g∗b1 and a2 = g∗b2
such that b1b2 = 0. Since Z is normal noetherian, it has finitely many connected
components, which are integral. On each of these, at least one of b1 and b2 vanishes.
It follows that one can write Z = U1 ∪U2 as the union of two disjoint open subsets
with b1|U1 = 0 and b2|U2 = 0. We finally set V1 := g−1(U1) and V2 := g−1(U2). □

Remark 2.6. Lemma 2.5 fails if Y is only assumed to be normal (the spectrum of
the ring constructed in [SP, §0568] can be checked to be a counterexample).

The next corollary is an immediate consequence of Corollary 2.4 and Lemma 2.5.

Corollary 2.7. Let S be a normal Stein space. Let X be an étale O(S)-scheme
of finite presentation. If a1, a2 ∈ O(X) are such that a1a2 = 0, one can write
X = V1∪V2 as the union of two disjoint open subsets with a1|V1 = 0 and a2|V2 = 0.

2.3. Closed and open subsets of étale O(S)-schemes. If E is a topological
space, we let Clop(E) denote the set of all closed and open subsets of E.

Theorem 2.8. Let S be a Stein space. Let f : X → Spec(O(S)) be an étale
morphism. The map Clop(X)→ Clop(Xan) given by U 7→ Uan is

(i) injective if S is reduced;
(ii) bijective if S is normal.

We start with a lemma.

Lemma 2.9. Let S be a reduced Stein space and let f : X → Spec(O(S)) be an
étale morphism. If X ̸= ∅, then Xan ̸= ∅.

Proof. As étale morphisms are open (see [SP, Lemma 03WT]), the image of f is a
nonempty open subset of Spec(O(S)). This image therefore contains a nonempty
affine open subset U ⊂ Spec(O(S)) of the form Spec(O(S)[ 1

a ]) for some a ∈ O(S).
As U is nonempty, one has a ̸= 0. Since S is reduced, there exists s ∈ S
with a(s) ̸= 0, so the ideal ms ∈ Spec(O(S)) of functions vanishing on s is a point
of U . Any point of X above ms (there exists one as U is included in the image of f)
corresponds to a point of Xan (see Lemma 1.3), which is therefore nonempty. □

Proof of Theorem 2.8. Assume that S is reduced and let U, V ⊂ X be closed open
subsets such that Uan = V an. Then (U \ (U ∩ V ))an = ∅ and it follows from
Lemma 2.9 that U \ (U ∩ V ) = ∅. Similarly, one proves that V \ (U ∩ V ) = ∅. We
deduce that U = V . This proves (i).

From now on, we suppose that S is normal and we prove (ii). Assume first that X
is affine (hence that f is of finite presentation). By Zariski’s Main Theorem [SP,
Lemma 0F2N], one can write f = f ◦ j, where j : X ↪→ X is an open immersion
and f : X → Spec(O(S)) is finite of finite presentation. Set Z := X \ X. The
complex space Xan is finite over S and hence Stein. Suppose that Xan = U1∪U2 is
the union of two disjoint open subsets. Since Zan = X

an \Xan is a closed analytic
subset of Xan, the closure U1 of U1 in Xan is an analytic subset of Xan (a union of
irreducible components of Xan). Let Σ1 ⊂ X

an \U1 be a discrete subset containing
exactly one point in each irreducible component of Xan \ U1. Let Σ2 ⊂ U1 be a
discrete subset containing exactly one point in each irreducible component of U1.

Since Xan is Stein, one can find a1 ∈ O(Xan) with a1 = 0 on U1 and a1(x) = 1
for all x ∈ Σ1. Let I ⊂ OX be the annihilator of the image of OX

an
a1−→ OX

an ; it is a

https://stacks.math.columbia.edu/tag/01YX
https://stacks.math.columbia.edu/tag/0568
https://stacks.math.columbia.edu/tag/03WT
https://stacks.math.columbia.edu/tag/0F2N
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coherent sheaf by [GR84, Annex, §4.5]. SinceXan is Stein, one can find a2 ∈ I(Xan)
such that a2(x) = 1 for all x ∈ Σ2. Then a1a2 = 0 in O(Xan).

Using Corollary 1.8, we view a1 and a2 as elements of O(X) such that a1a2 = 0.
By Corollary 2.7, one can write X = V1 ∪ V2 as a union of disjoint open subsets
such that a1|V1 = 0 and a2|V2 = 0. Then Xan is the union of its two disjoint open
subsets V an

1 and V an
2 . Since a1|V an

1
= 0 and a2|V an

2
= 0, and since a1 (resp. a2)

vanishes identically only on those irreducible component of Xan that are that are
included (resp. not included) in U1, one must have V an

1 = U1 and V an
2 = U2. This

completes the proof of (ii) when X is affine.
In general, choose a cover (Xi)i∈I of X by affine open subsets. If U ⊂ Xan is

closed and open, there exists Vi ⊂ Xi closed and open such that V an
i = Xan

i ∩ U
(by (ii) in the affine case), and the Vi glue by (i) applied on the Xi ∩Xj . □

Remarks 2.10. (i) Theorem 2.8 (i) fails in general if S is not assumed to be reduced.
To see it, take S :=

⊔
n∈N Spec(C[x]/(xn+1))an (so O(S) =

∏
n∈N C[x]/(xn+1)) and

define X := Spec(O(S)[ 1
x ]). Then Xan = S \ {x = 0} = ∅. But the scheme X is

nonempty since x ∈ O(S) is not nilpotent (as xn does not vanish in the nth factor).
(ii) Theorem 2.8 (ii) fails in general if S is reduced but not normal. To see it,

set S1 = S2 = C. Let S be the complex space obtained from S1 ⊔ S2 by gluing, for
all i ≥ 1, the points i ∈ S1 and i ∈ S2 with a tangency of order i− 1, so

O(S) = {(f1, f2) ∈ O(S1)×O(S2) | f (j)
1 (i) = f

(j)
2 (i) for i ≥ 1 and 0 ≤ j ≤ i− 1}.

The complex space S is Stein because so is its normalization S1 ⊔ S2 (see [Nar62,
Theorem 1]). Let f1 ∈ O(S1) be a holomorphic function vanishing only on the
integers i ≥ 1, at order exactly 1. Let f2 ∈ O(S2) be the same function viewed
on S2. Let f ∈ O(S) be the function induced by (f1, f2). Set X := Spec(O(S)[ 1

f ]).
Then Xan = S \ {f = 0} has two connected components. To conclude, we

show that X is connected. Take g ∈ O(X) such that g2 = g. Write g = h
fN for

some h ∈ O(S) and some N ≥ 1. Then h(h− fN ) = 0 in O(S). It follows that h|Si

is either equal to 0 or to fN
i (for i ∈ {1, 2}). If h|S1 = h|S2 = 0, then h = 0

and g = 0. If h|S1 = fN
1 and h|S2 = fN

2 , then h = fN and g = 1. Otherwise, one
has h|S1 = 0 and h|S2 = fN

2 (or h|S1 = fN
1 and h|S2 = 0). Both cases are absurd

since h|S1 and h|S2 then do not coincide at order i− 1 at the integer i if i ≥ N + 1.
(iii) The map Clop(Spec(O(S)))→ Clop(S) is bijective for any Stein space S, as

follows from Proposition 1.7. Alternatively, one can argue that Clop(Spec(O(S)))
and Clop(S) are both in bijection with the set of a ∈ O(S) such that a2 = a. This
constrats with the examples of (i) and (ii).

(iv) It is important to formulate Theorem 2.8 (ii) in terms of closed and open
subsets, and not in terms of connected components. Indeed, if S is a reduced
countable Stein space andX = Spec(O(S)), the map S = Xan → X does not induce
a surjection on sets of connected components (maximal ideals of O(S) associated
with nonprincipal ultrafilters on S are not in the image).

Recall that there is a morphism of sites ε : Scl → Spec(O(S))ét (see §1.2).

Corollary 2.11. Let S be a Stein space. Fix m ≥ 1. The natural morphism
Z/m→ ε∗Z/m of étale sheaves on Spec(O(S)) is

(i) injective if S is reduced;
(ii) an isomorphism if S is normal.
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Proof. Evaluating the morphism Z/m→ ε∗Z/m on an étale O(S)-scheme X gives
rise to the pull-back morphism

(2.1) H0
ét(X,Z/m) ε∗

−→ H0(Xan,Z/m).

The right-hand side of (2.1) coincides with the set of ordered partitions of Xan

into m closed and open subsets. The left-hand side of (2.1) coincides with the set
of ordered partitions of X into m closed and open subsets (as the Zariski sheaf Z/m
is already an étale sheaf, by étale descent). Both sides coincide by Theorem 2.8. □

3. Generic algebraization of topological coverings

Let S be a normal Stein space. LetX an étaleO(S)-scheme of finite presentation.
The analytification functor does not induce an equivalence of categories between
degree d finite étale covers of X and degree d topological coverings of Xan (see
Remark 3.13 (i)). Together, Corollary 3.9 and Theorem 3.12 show that this however
holds in the limit where one inverts more and more nonzerodivisors in O(S).

3.1. Descending holomorphic functions along analytic coverings.

Lemma 3.1. Let p : T → S be an analytic covering of degree 1 between reduced
Stein spaces. There exists a nonzerodivisor b ∈ O(S) such that b · O(T ) ⊂ O(S).

Proof. Let I ⊂ OS be the annihilator of the cokernel of the morphism OS → p∗OT

induced by pull-back. It is a coherent ideal sheaf (see [GR84, Annex, §4.5]). Since p
has degree 1, the complex subspace of S defined by I is nowhere dense in S. It
suffices to choose b to be an element of I(S) that is not identically zero on any
irreducible component of S (such elements exist because S is Stein). □

Lemma 3.2. Let p : T → S be a surjective analytic covering of reduced Stein
spaces. For all nonzerodivisor b ∈ O(T ), there exists a nonzerodivisor a ∈ O(T )
with ab ∈ O(S).

Proof. Making use of Lemma 3.1 applied to the normalization morphisms of S
and T , one can reduce to the case where both S and T are normal. One can
then further assume that S and T are connected. Let F be the Galois closure
of M(T ) over M(S). Let q : T̂ → T be the surjective analytic covering of nor-
mal Stein spaces associated with the field extension M(T ) ⊂ F (see (1.1)). By
functoriality of (1.1), the Galois group Γ := Gal(F/M(S)) acts on T̂ . Consider the
elements c :=

∏
γ∈Γ γ

∗q∗b and a := c
q∗b of O(T̂ ). One has c ∈ O(T̂ )∩M(S) = O(S)

by normality of S and similarly a ∈ O(T̂ ) ∩M(T ) = O(T ) by normality of T . □

3.2. Quasi-finite O(S)-schemes. We recall (for use here and later in §5.1) that
a ring F is said to be absolutely flat if all F -modules are flat. We refer to [BSY22,
Proposition 4.41] for a list of equivalent properties and references. Any product
of fields is absolutely flat, as one easily checks using the characterization [BSY22,
Proposition 4.41 (4)]. This applies to the ring F =M(S) =

∏
i∈IM(Si) of mero-

morphic functions on a reduced Stein space S with irreducible components (Si)i∈I .

Lemma 3.3. Any quasi-separated and quasi-finite scheme X over an absolutely
flat ring F is finite.
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Proof. We prove that X is proper over F using the valuative criterion of properness
[SP, Lemma 0BX5]. As all the local rings of F are fields (see [SP, Lemma 092F]),
this reduces us to the case where F is a field, which is well-known. □

Lemma 3.4. Let S be a reduced Stein space. Let X be a quasi-separated and
quasi-finite O(S)-scheme of finite presentation. Then there exists a nonzerodivi-
sor a ∈ O(S) such that the O(S)[ 1

a ]-scheme XO(S)[ 1
a ] is finite.

Proof. AsM(S) is absolutely flat, theM(S)-scheme XM(S) is finite by Lemma 3.3.
The lemma therefore follows from a limit argument (see [SP, Lemma 01ZO]). □

3.3. From analytic coverings to finite étale covers.

Lemma 3.5. Let p : T → S be an analytic covering of degree d between reduced
Stein spaces. There exists a morphism f : X → Spec(O(S)) such that:

(i) f is of finite presentation and finite flat of degree d;
(ii) fan : Xan → S is an analytic covering of reduced Stein spaces;

(iii) the M(S)-algebras M(Xan) and M(T ) are isomorphic;
(iv) there is a nonzerodivisor c ∈ O(S) such that f is étale over Spec(O(S)[ 1

c ]).

Proof. Let (Si)i∈I be the irreducible components of S. Let Ti be the disjoint union
of the irreducible components of T with image Si. The M(Si)-algebra M(Ti) is
finite étale of degree d (see (1.1)). One can therefore writeM(Ti) =M(Si)[t]/(Pi)
for some monic degree d polynomial Pi ∈ M(Si)[t]. Set P := (Pi)i∈I ∈ M(S)[t].
Then M(T ) =

∏
i∈IM(Ti) =

∏
i∈IM(Si)[t]/(Pi) = M(S)[t]/(P ). Let a ∈ O(S)

be a nonzerodivisor with aP ∈ O(S)[t]. Replacing P with t 7→ adP (t/a), one can
ensure that P ∈ O(S)[t] is monic of degree d such that M(T ) =M(S)[t]/(P ).

Set X := Spec(O(S)[t]/(P )). It is an O(S)-scheme of finite presentation that is
finite flat of degree d. As O(X) = O(S)[t]/(P ) → M(S)[t]/(P ) = M(T ) is injec-
tive, the scheme X is reduced (and hence so is the complex space Xan). Since Xan

is moreover flat over S, the holomorphic map fan : Xan → S is an analytic covering.
As nonzerodivisors in O(S) remain nonzerodivisors in M(T ), they are also

nonzerodivisors in O(X). It follows that the total ring of fractions of O(X) is
O(XM(S)) =M(T ). By Corollary 1.8, one has O(Xan) = O(X). Passing to total
rings of fractions, one gets M(Xan) =M(T ) (as M(S)-algebras).

Finally, to prove (iv), one can choose c ∈ O(S) to be the discriminant of P . □

Lemma 3.6. Let p : T → S be an analytic covering of degree d between reduced
Stein spaces. There exists a nonzerodivisor a ∈ O(S) such that O(T )[ 1

a ] is a finite
étale O(S)[ 1

a ]-algebra of degree d.

Proof. Let f : X → Spec(O(S)) and c ∈ O(S) be as in Lemma 3.5. Since the
M(S)-algebras M(Xan) and M(T ) are isomorphic, the normalization T̃ of T is
also the normalization of Xan (apply (1.1) over each irreducible component of S).
By Lemma 3.1 applied to the normalization morphisms T̃ → T and T̃ → Xan, there
exist nonzerodivisors b ∈ O(Xan) and b′ ∈ O(T ) such that O(Xan)[ 1

b ] = O(T̃ )[ 1
b ]

and O(T )[ 1
b′ ] = O(T̃ )[ 1

b′ ]. By Lemma 3.2, we may assume, after multiplying them
by appropriate nonzerodivisors, that b and b′ belong to O(S). Set a := b b′c ∈ O(S).
One has O(T )[ 1

a ] = O(T̃ )[ 1
a ] = O(Xan)[ 1

a ] = O(X)[ 1
a ], where the last equality is

Corollary 1.8. This O(S)[ 1
a ]-algebra is finite étale of degree d by our choice of c. □

https://stacks.math.columbia.edu/tag/0BX5
https://stacks.math.columbia.edu/tag/092F
https://stacks.math.columbia.edu/tag/01ZO
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Lemma 3.7. Let p : T → S be an analytic covering of bounded degree between
reduced Stein spaces. There exists a nonzerodivisor a ∈ O(S) such that O(T )[ 1

a ] is
a finite étale O(S)[ 1

a ]-algebra.

Proof. Let p̃ : T̃ → S̃ be the induced analytic covering between the normaliza-
tions T̃ and S̃ of T and S. Let p̃d : S̃d → T̃d be the restriction of p̃ over the
locus where it has degree d. Applying Lemma 3.6 to the finitely many p̃d : S̃d → T̃d

with T̃d ̸= ∅ shows the existence of a nonzerodivisor ã ∈ O(S̃) such that O(T̃ )[ 1
ã ] is

a finite étale O(S̃)[ 1
ã ]-algebra. Apply Lemma 3.1 to get nonzerodivisors b ∈ O(S)

and b′ ∈ O(T ) with O(S)[ 1
b ] = O(S̃)[ 1

b ] and O(T )[ 1
b′ ] = O(T̃ )[ 1

b′ ]. By Lemma 3.2,
we may assume, after multiplying them by nonzerodivisors, that ã and b′ belong
to O(S). Set a := ã b b′ ∈ O(S). Then O(T )[ 1

a ] = O(T̃ )[ 1
a ] is a finite étale

O(S)[ 1
a ] = O(S̃)[ 1

a ]-algebra by our choice of ã. □

3.4. Morphisms of coverings.

Proposition 3.8. Let S be a normal Stein space. Let X be an étale O(S)-scheme.
Let Y → X and Z → X be two finite étale morphisms. Then the analytification
functor induces a bijection

HomX(Y, Z)→ HomXan(Y an, Zan).

Proof. The set HomX(Y,Z) identifies with the set of sections of the finite étale
morphism Y ×XZ → Y and hence with the set of closed and open subsets of Y ×XZ
that project isomorphically to Y . Similarly, the set HomXan(Y an, Zan) identifies
with the set of sections of the topological covering Y an×Xan Zan → Y an and hence
with the set of closed and open subsets of Y an×Xan Zan that project isomorphically
to Y an. The result therefore follows from Theorem 2.8. □

Corollary 3.9. Let S be a reduced Stein space. There is a nonzerodivisor a ∈ O(S)
such that for any étale O(S)-scheme X and any finite étale morphisms Y → X
and Z → X, the analytification functor induces a bijection
HomXO(S)[ 1

a
]
(YO(S)[ 1

a ], ZO(S)[ 1
a ])→ HomXan\{a=0}(Y an \ {a = 0}, Zan \ {a = 0}).

Proof. Let p : S̃ → S be the normalization morphism. By Lemma 3.6, there exists
a nonzerodivisor a ∈ O(S) such that O(S)[ 1

a ] = O(S̃)[ 1
a ]. The corollary follows

from Proposition 3.8 after replacing S with S̃ and X with XO(S)[ 1
a ]. □

3.5. Construction of coverings.

Lemma 3.10. Let (Ai)i∈I be rings. Set A :=
∏

i∈I Ai. Let M be a finitely pre-
sented A-module. The natural map M →

∏
i∈I M ⊗A Ai is an isomorphism of

A-modules.

Proof. The statement is obvious for M = A, and hence is true for M = A⊕k. To
deduce the general case, use a presentation of M and apply the five lemma. □

Lemma 3.11. Let S be a reduced Stein space and let X be a quasi-separated étale
O(S)-scheme of finite presentation. Then there exist a nonzerodivisor c ∈ O(S)
and an analytic covering q : Ŝ → S of reduced Stein spaces such that XO(S)[ 1

c ] and
Spec(O(Ŝ)[ 1

c ]) are isomorphic finite étale O(S)[ 1
c ]-schemes.
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Proof. By Lemma 3.4, we may assume, after possibly replacing X with XO(S)[ 1
a ]

for some nonzerodivisor a ∈ O(S), that X is affine.
Let (Si)i∈I be the irreducible components of S. Then M(S) =

∏
i∈IM(Si).

Let di be the degree of the étale M(Si)-algebra O(XM(Si)). Let qi : Ŝi → Si be
the analytic covering of degree di with Ŝi normal associated with it (see (1.1)).
The di are bounded by [SP, Lemma 03JA]. Let Ŝ be the disjoint union of the Ŝi.
Let q : Ŝ → S be the induced analytic covering of bounded degree. By Lemma 3.7,
there is a nonzerodivisor a ∈ O(S) such that O(Ŝ)[ 1

a ] is a finite étale O(S)[ 1
a ]-al-

gebra. There are isomorphisms of M(S)-algebras

O(XM(S)) =
∏
i∈I

O(XM(Si)) =
∏
i∈I

M(Ŝi) =M(Ŝ) = O(Ŝ)⊗O(S)M(S),

where the first equality results from Lemma 3.10 and the fourth is a consequence of
Lemma 3.2. Consequently, O(X)[ 1

a ]⊗O(S)[ 1
a ]M(S) = O(Ŝ)[ 1

a ]⊗O(S)[ 1
a ]M(S). By

a limit argument (see [SP, Lemmas 01ZM (2) and 081E]), we deduce the existence
of a nonzerodivisor b ∈ O(S) such that O(X)[ 1

ab ] = O(Ŝ)[ 1
ab ]. Take c := ab. □

Theorem 3.12. Let S be a reduced Stein space. Let X be an étale O(S)-scheme of
finite presentation. Let p : T → Xan be a topological covering of degree d. There is
a nonzerodivisor a ∈ O(S) and a finite étale covering f : Y → XO(S)[ 1

a ] of degree d
such that fan : Y an → Xan \ {a = 0} and p|T \{a=0} : T \ {a = 0} → Xan \ {a = 0}
are isomorphic topological coverings.
Proof. We may assume that X is affine (cover X by finitely many affine open
subsets, apply the theorem to each of them, and glue the resulting finite étale
coverings thanks to Corollary 3.9).

Let c ∈ O(S) and q : Ŝ → S be as in Lemma 3.11. After replacing S with Ŝ

(which is legitimate by Lemma 1.2), the scheme X with XO(S)[ 1
c ] = Spec(O(Ŝ)[ 1

c ])
and T with T \ {c = 0}, we may assume that X = Spec(O(S)[ 1

c ]) for some non-
zerodivisor c ∈ O(S). After further multiplying c by a nonzerodivisor in O(S), we
may assume that Xan = S \ {c = 0} is normal. From now on, we assume that we
are in this situation (i.e., that X = Spec(O(S)[ 1

c ]) and Xan is normal).
The topological covering p : T → Xan extends to an analytic covering p : T → S

of degree d with T normal (apply the Grauert–Remmert theorem [SGA1, XII,
Théorème 5.4] on the normalization of S). By Lemma 3.6, there is a nonzerodivi-
sor a ∈ O(S) such that O(T )[ 1

a ] is a degree d finite étale O(S)[ 1
a ]-algebra.

One can then set Y := Spec(O(T )[ 1
ac ]) to conclude (indeed, Y an = T \ {ac = 0}

by Lemma 1.2, so Y an = T \ {a = 0}). □

Remarks 3.13. (i) One cannot always take a = 1 in Theorem 3.12, even for S
normal and connected, as we now show. For i ≥ 1, let pi : Ti → Si be the
degree 2 analytic covering with Si := {(w, x, y, z) ∈ C4 | xy − z2 = wi − x− y = 0}
and Ti := {(u, v, w) ∈ C3 | wi = u2 + v2} given by pi(u, v, w) = (w, u2, v2, uv). The
map pi is unramified over Si \ {si}, where si ∈ Si is the origin. One computes
that the Fitting ideal Ii := Fitt3((pi∗OTi

)si
) ⊂ OSi,si

(see [Eis95, Definition 20.4])
is ⟨x, y, z⟩. It follows that w ∈ O(Si) is nilpotent of order exactly i in OSi,si/Ii.

Gluing open neighborhoods of si in Si appropriately yields a degree 2 analytic
covering p : T → S with S and T Stein, normal and connected, which is unramified
over S \ {s1, s2, . . . }. (One way to ensure both connectedness and Steinness of S,

https://stacks.math.columbia.edu/tag/03JA
https://stacks.math.columbia.edu/tag/01ZM
https://stacks.math.columbia.edu/tag/081E
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hence of T , is to rather glue the real-analytic spaces defined by the same equations as
the Si, and to let S be a Stein complexification of the resulting real-analytic space;
see [GMT86, III, Theorem 3.6].) The formula we gave for pi implies that the fibers
of p∗OT have dimension≤ 3. It therefore follows from [Kri69, Theorem 1] thatO(T )
is a finite O(S)-module. Consider the Fitting ideal I := Fitt3(O(T )) ⊂ O(S). By
[Eis95, Corollary 20.5], one has Ii = I ·OS,si

. Consequently, our choices imply that
there exists b ∈ O(S) whose image in OS,si/Ii is nilpotent of order exactly i, and
hence whose image in O(S)/I is not nilpotent.

Set X := Spec(O(S)[ 1
b ]). We claim that there does not exist a finite étale

covering f : Y → X such that fan is isomorphic to p|T \{b=0}. Assume otherwise.
By Lemma 2.1, the rings O(S) and O(T ) are integrally closed inM(S) andM(T )
respectively, so the integral closure of O(S) inM(T ) is O(T ), and hence the integral
closure of O(S)[ 1

b ] inM(T ) is O(T )[ 1
b ]. By [SP, Lemma 03GE], the integral closure

of O(S)[ 1
b ] in Frac(O(Y )) is O(Y ). As Frac(O(Y )) = M(T ) (use Lemma 3.7 to

choose a nonzerodivisor a ∈ O(S) such thatO(T )[ 1
a ] is a finite étaleO(S)[ 1

a ]-algebra
and apply Corollary 3.9), we deduce that O(Y ) = O(T )[ 1

b ].
As f is étale, the O(S)[ 1

b ]-module O(Y ) is flat of finite presentation, hence locally
free (see [SP, Lemma 00NX]). However, the finite O(S)[ 1

b ]-module O(T )[ 1
b ] is not

locally free (because b is not nilpotent in O(S)/I). This is a contradiction.
(ii) In constrast with (i), it is always possible to take a = 1 in Theorem 3.12

when X = Spec(O(S)) and S is finite-dimensional. To see it, let p : T → S be
a topological covering of degree d. Endow T with a structure of complex space,
so that q is a local biholomorphism. Then p∗OT is locally free of rank d, hence
finitely presented by Remark 1.6 (ii). The finite étale O(S)-scheme Y associated
with p : T → S by the equivalence of Proposition 1.7 then satisfies Y an = T .

(iii) The hypothesis that S is finite-dimensional in (ii) cannot be removed. To
see it, let Li be a 2-torsion holomorphic line bundle on a Stein space Si such that Li

cannot be generated by ≤ i global sections (e.g. take Si to be a Grauert tube of
the real-analytic variety P2i(R), choose Li so that its first Chern class c1(Li) is
the generator of H2(P2i(R),Z) = Z/2, and note that c1(Li)i ̸= 0). Let S be
the disjoint union of the (Si)i≥1 and let L be the holomorphic line bundle on S
induced by the (Li)i≥1. Set T := Specan(OS ⊕ L), where the algebra structure
on OS⊕L is induced by an isomorphism L⊗2 ∼−→ OS (see [Fis76, Theorem 1.15 b)]
for the analytic spectrum construction). The structural morphism p : T → S is
a topological double cover. As p∗OT = OS ⊕ L is not generated by finitely many
global sections, it is not finitely presented. It follows from Proposition 1.7 that T
is not of the form Y an for any finite étale O(S)-scheme Y .

4. Degree 2 cohomology classes on Stein surfaces

In this section, we study degree 2 cohomology classes on Zariski-open subsets of
Stein surfaces. We develop techniques to kill them on appropriate alterations. Our
main goals are Proposition 4.12 (as well as its variants Propositions 4.14 and 4.15)
and Proposition 4.16. To be able to apply our results in the proof of Theorem 7.5,
we need to work G-equivariantly throughout (§§4.1–4.2 are devoted to generalities
concerning G-equivariant cohomology). Easier non-G-equivariant analogues of our
results (which we sometimes point out explicitly, see e.g. Corollaries 4.13 and 4.17)
are obtained by applying them formally to G-equivariant complex spaces of the
form S ⊔Sσ (often making use of (4.3)) or by disregarding G-actions in the proofs.

https://stacks.math.columbia.edu/tag/03GE
https://stacks.math.columbia.edu/tag/00NX
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4.1. Generalities on G-equivariant cohomology. Let E be a topological space
endowed with a continuous action of G. Let F be a G-equivariant sheaf on E.
We let Hk

G(E,F) denote the G-equivariant cohomology groups of F (the derived
functors of F 7→ H0(E,F)G). We denote by Hk

G(E,F)0 ⊂ Hk
G(E,F) the subset of

those classes α ∈ Hk
G(E,F) such that α|x = 0 for all x ∈ EG. The Hochschild–Serre

spectral sequence (the second spectral sequence of [Gro57, Théorème 5.2.1]) reads

(4.1) Hp(G,Hq(E,F)) =⇒ Hp+q
G (E,F).

If E′ ⊂ E is a closed G-invariant subset, we also consider the G-equivariant coho-
mology groups with support Hk

E′,G(E,F) (the derived functors of F 7→ H0
E′(E,F)G)

and the G-equivariant relative cohomology groups Hk
G(E,E′,F) := Hk

G(E, j!j
∗F)

(where j : E \ E′ ↪→ E is the inclusion and j! denotes the extension by zero).
Let π : E → E/G be the quotient map. Let j : E \ EG ↪→ E be the inclusion.

Consider the sheaf G := (π∗F)G on E/G induced by F. Since the stalks of j!j
∗F

along EG vanish, the first spectral sequence of [Gro57, Théorème 5.2.1] applied
to j!j

∗F degenerates and yields isomorphisms

(4.2) Hk
G(E,EG,F) ∼−→ Hk(E/G,EG,G).

We still denote by A the constant G-equivariant sheaf associated with a G-mod-
ule A. Let Z(j) be the G-module which is isomorphic to Z as an abelian group,
and on which σ ∈ G acts by multiplication by (−1)j . We set F(j) := F⊗Z Z(j).

If S is a complex space, we highlight the following particular case of (4.2):

(4.3) Hk
G(S ⊔ Sσ, A) ∼−→ Hk(S,A).

4.2. G-equivariant Thom isomorphisms. The construction of (possibly G-equi-
variant) Thom isomorphisms is explained in [BW20, §§1.1.4-1.1.5] in a slightly
different context. Here is how this works in our setting. We consider simultaneously
the non-G-equivariant and the G-equivariant cases.

Let S and S′ be (G-equivariant) complex manifolds of dimensions n and n′. Let
f : S′ → S be a (G-equivariant) embedding. As orS = Z(n) and orS′ = Z(n′)
(G-equivariantly because complex conjugation acts antiholomorphically), one has
orS′/S := Hom(f∗orS , orS′) = Z(−c). Let F be a (G-equivariant) locally constant
sheaf on S. Applying [KS90, Remark 3.3.5, Proposition 3.1.11] yields a morphism

(4.4) f∗F(−c)[−2c] = f∗F⊗Z orS′/S [−2c] = f∗F⊗Z f
!Z→ f !F

which is canonical (and hence G-equivariant). We claim that (4.4) is an isomor-
phism. Working locally, we may assume that F is the constant sheaf associated
with the abelian group A. Writing A as a filtered direct limit of finitely generated
groups, we reduce to the case where A is finitely generated, so we may assume
that A = Z or A = Z/m. We further reduce to the case A = Z by the five lemma.
In this case, one can apply [KS90, Remark 3.3.5].

Taking the (G-equivariant) cohomology groups of degree k of (4.4) and applying
[KS90, Proposition 3.1.12] yields the (G-equivariant) Thom isomorphisms

Hk−2c(S′, f∗F(−c)) ∼−→ Hk
S′(S,F),(4.5)

Hk−2c
G (S′, f∗F(−c)) ∼−→ Hk

S′,G(S,F).(4.6)

The image u ∈ H2c
S′ (S,Z(c)) of 1 ∈ H0(S′,Z) by the isomorphism (4.5) applied

with F = Z(c) is the Thom class of the complex vector bundle NS′/S .
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Suppose now that we are also given a (G-equivariant) holomorphic map p : T → S
of (G-equivariant) complex manifolds, and that the subset T ′ := p−1(S′) of T is a
complex submanifold of codimension c. Let f ′ : T ′ → T and q : T ′ → S′ be the
induced (G-equivariant) maps. Let v ∈ H2c

T ′(T,Z(c)) be the Thom class of NT ′/T .
Let λ ∈ H0(T ′,Z) be such that p∗u = λ · v, i.e., such that the diagram

(4.7)
q∗f∗F(−c)[−2c] ∼ //

λ ��

q∗f !F

��
(f ′)∗p∗F(−c)[−2c] ∼ // (f ′)!(p∗F),

whose horizontal arrows are (4.4) and whose right vertical arrow is [KS90, Propo-
sition 3.1.9 (iii)], commutes for F = Z(c) (hence for any F as one sees by arguing as
above). Taking (G-equivariant) cohomology in (4.7) yields commutative diagrams

Hk−2c(S′, f∗F(−c)) ∼ //

λ·q∗
��

Hk
S′(S,F)

p∗
��

Hk−2c(T ′, f∗F(−c)) ∼ // Hk
T ′(T, p∗F),

(4.8)

Hk−2c
G (S′, f∗F(−c)) ∼ //

λ·q∗
��

Hk
S′,G(S,F)

p∗
��

Hk−2c
G (T ′, f∗F(−c)) ∼ // Hk

T ′,G(T, p∗F).
(4.9)

If p is transverse to f , then NT ′/T = q∗NS′/S and hence λ = 1. If c = 1, a local
Thom class computation shows that the integer λ(x) is such that a local equation
of S′ at p(x) pulls back to the λ(x)-th power of a local equation of T ′ at x.

4.3. Extending cohomology classes.

Lemma 4.1. Let S be a G-equivariant complex manifold. Let S′ ⊂ S be a nowhere
dense G-invariant analytic subset. Let A be a G-module and fix k ≥ 1. If the image
of α ∈ Hk

G(S,A) in Hk
G(S \ S′, A) belongs to Hk

G(S \ S′, A)0, then α ∈ Hk
G(S,A)0.

Proof. Fix x ∈ SG. There exists a path in SG connecting x to a point y ∈ (S \S′)G

(use Lemma 1.1). By homotopy invariance of cohomology, that α|y = 0 implies
that α|x = 0. □

Lemma 4.2. Let S be a G-equivariant complex manifold. Let S′ ⊂ S be a G-in-
variant analytic subset of codimension c ≥ 1. Let A be a G-module. If k ≤ 2c− 2,
the restriction maps Hk

G(S,A) → Hk
G(S \ S′, A) and Hk

G(S,A)0 → Hk
G(S \ S′, A)0

are isomorphisms.

Proof. Stratifying S′ by its singular locus, the singular locus of its singular locus,
etc., we reduce to the case where S′ is a G-invariant submanifold of codimension c
of S. The G-equivariant Thom isomorphism (4.6) then yields an exact sequence
(4.10) Hk−2c

G (S′, A(−c))→ Hk
G(S,A)→ Hk

G(S \ S′, A)→ Hk−2c+1
G (S′, A(−c)).

If k ≤ 2c − 2, the two extreme terms of (4.10) vanish for degree reasons, proving
the first assertion. The second assertion now follows from Lemma 4.1. □

Lemma 4.3. Let S be a G-equivariant complex manifold. Let S′ ⊂ S be a G-in-
variant complex submanifold of codimension 1. If H1

G(S′, A(−1))0 = 0 for some
G-module A, then the restriction map H2

G(S,A)0 → H2
G(S \ S′, A)0 is surjective.
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Proof. Fix α ∈ H2
G(S \ S′, A)0. We claim that the image β ∈ H1

G(S′, A(−1)) of α
by the right-hand side arrow of (4.10) (applied with k = 2 and c = 1) vanishes. The
claim shows that α lifts to a class in H2

G(S,A) (hence in H2
G(S,A)0 by Lemma 4.1).

We now prove the claim. As H1
G(S′, A(−1))0 = 0, it suffices to show that β|x = 0

for all x ∈ (S′)G. Replacing S with a small G-invariant complex ball T ⊂ S that
is transverse to S′ at x, and S′ with x (to see that this is legitimate, use (4.9)
noting that λ = 1), we may assume that S is the unit ball in C and that S′ is the
origin. In this case, S \S′ retracts G-equivariantly to a sphere S1 with (S1)G = S0.
Since Hk

G(S1, (S1)G, A) = 0 for all k ≥ 2 (use (4.2)), the restriction morphism
H2

G(S1, A)→ H2
G(S0, A) is an isomorphism, so H2

G(S \ S′, A)0 = H2
G(S1, A)0 = 0.

It follows that α vanishes and hence that so does β. □

Remark 4.4. The assertion that H1
G(S′, A(−1))0 = 0 in Lemma 4.3 holds if

(i) either S′ is connected, (S′)G ̸= ∅ and H1(S′, A) = 0 (to see it, use (4.1));
(ii) or S′ = T ⊔ Tσ for some complex manifold T with H1(T,A) = 0 (use (4.3)).

We record the following non-G-equivariant analogue of Lemma 4.3, obtained by
applying it to S⊔Sσ (or using directly the non-G-equivariant Thom isomorphism).

Corollary 4.5. Let S be a complex manifold. Let S′ ⊂ S be a complex submanifold
of codimension 1. Let A be an abelian group. If H1(S′, A) = 0, then the restriction
map H2(S,A)→ H2(S \ S′, A) is surjective.

4.4. A few G-equivariant complex geometry lemmas. Let D be a divisor in
a complex manifold S. Let (Di)i∈I be the irreducible components of D. We say
that D is strict normal crossings (or snc for short) if, for all finite J ⊂ I, the subset
DJ = ∩i∈JDi of S is a (possibly empty) complex submanifold of codimension |J |.
If S is G-equivariant and D is G-invariant, we say that D is G-snc if moreover, for
all i ∈ I, either σ(Di) = Di or σ(Di) ∩Di = ∅. The next proposition is standard.

Proposition 4.6. Let S be a G-equivariant complex space. Let (S′
j)1≤j≤m be

finitely many nowhere dense G-invariant closed analytic subspaces of S. There
exists a G-equivariant resolution of singularities ν : S̃ → S such that the support
of ν−1(S′

j) is a G-snc divisor in S̃ for all 1 ≤ j ≤ m.

Proof. Blowing up the S′
j , we may assume that they are Cartier divisors. Replacing

them with their sum, we may suppose that there is only one of them (denoted by S′).
Complex spaces admit resolutions of singularities (see [Kol07, Theorem 3.45]).

As the resolutions constructed in loc. cit. are functorial for local biholomorphisms,
and since a G-equivariant complex space can be thought of as a complex space S
together with a biholomorphism α : Sσ → S such that α ◦ ασ = IdS , we see that
G-equivariant complex spaces admit G-equivariant resolutions of singularities.

The line of reasoning of [Kol07, §3.44] shows that the principalization theorem
[Kol07, Theorem 3.35] extends to the setting of complex spaces, hence, arguing as
above, also to the setting of G-equivariant complex spaces. Combining resolution of
singularities and principalization proves the proposition with snc instead of G-snc.

Let ν1 : S̃1 → S be the G-equivariant resolution obtained in this way. Let D be
the G-invariant snc divisor ν−1

1 (S′) and let (Di)i∈I be its irreducible components.
Set DJ := ∩i∈JDI for J ⊂ I finite. To turn D into a G-snc divisor after further
blow-ups, first blow-up the union of the (DJ)J⊂I,|J|=n (where n is the dimension
of S̃1), then the union of the strict transforms of the (DJ)J⊂I,|J|=n−1, etc. □
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A G-equivariant resolution of singularities with G-snc exceptional locus is called
a G-resolution of singularities. They always exist by Proposition 4.6.

Let f : X → S be a proper holomorphic map of complex spaces. We refer to
[BS76, p. 141] for what it means for a holomorphic line bundle on X to be ample with
respect to S. Proposition 4.7 below is standard in algebraic geometry. We could
not find a reference for it in complex-analytic geometry and provide a short proof
following Conrad’s arguments in rigid geometry [Con06] (it is already indicated in
loc. cit. that the proof presented there extends to the complex setting).

Proposition 4.7. Let f : X → S be a proper holomorphic map between complex
spaces. Let L be a holomorphic line bundle on X.

(i) Let F be a coherent sheaf on X. If L|Xs is ample for some s ∈ S, then
Rkf∗(F ⊗ L⊗l)s = 0 for all k > 0 and all l≫ 0.

(ii) If L|Xs
is ample for all s ∈ S, then L is ample with respect to S.

Proof. Let ms ⊂ OS be the ideal sheaf of s in S. For n ≥ 1, let Sn ⊂ S be the
complex subspace defined by mn

s ⊂ OS . Set Xn := X ×Sn
S. As L|Xs

is ample, so
is L|Xred

n
for all n ≥ 1. We deduce from the cohomological criterion of ampleness

that Ln := L|Xn is ample for all n ≥ 1. By GAGA, the compact complex space Xn

is a projective algebraic variety over C, endowed with the ample algebraic line
bundle Ln and with the algebraic coherent sheaf Fn := F|Xn

. The schemes (Xn)n≥1

therefore form a formal scheme over Spf(ÔS,s), which is the formal completion of a
projective scheme X→ Spec(ÔS,s) endowed with an ample line bundle L = (Ln)n≥1
and a coherent sheaf F := (Fn)n≥1, by formal GAGA. One then computes

(4.11) Rkf∗(F ⊗ L⊗l)s ⊗OS,s
ÔS,s = lim←−

n

Hk(Xn,Fn ⊗ L⊗l
n ) = Hk(X,F⊗ L⊗l),

by Grauert’s and Grothendieck’s theorems on formal functions. As L is ample, the
right-hand side of (4.11) vanishes for k > 0 and l≫ 0, and assertion (i) is proven.

Assertion (ii) follows from (i) and from [BS76, IV, Theorem 4.1] (in the statement
of which one should replace very ample by ample). □

Lemma 4.8. Let ν : S̃ → S be a G-resolution of singularities of a G-equivariant
Stein surface S. Let (Fi)i∈I be a finite collection of G-equivariant coherent sheaves
on S̃. Then there exists a G-equivariant holomorphic line bundle L on S̃ such
that Fi ⊗ L⊗l is globally generated for all l ≥ 1 and all i ∈ I.

Proof. It suffices to deal with the single G-equivariant coherent sheaf F :=
⊕

i∈I Fi.
After replacing it with its normalization, we may assume that S is normal.

Since S is a normal surface, the subset Σ ⊂ S above which ν is not an isomor-
phism is discrete. Fix s ∈ Σ. As the intersection matrix of the components
of S̃s := ν−1(s) is negative definite (see e.g. [Ném22, Proposition 2.1.12]), there
is a divisor Ds on S̃ supported on S̃s such that Ls := O

S̃
(−Ds) has positive degree

on all the irreducible components of S̃s, and hence such that Ls|S̃s
is ample. After

replacing Ds with Ds +Dσ(s), we may assume that Dσ(s) = Ds for all s ∈ Σ.
For s ∈ Σ, Proposition 4.7 shows that Ls is ample with respect to S above some

neighborhood of s. Consequently, by [BS76, IV, Theorem 2.1], there exists ms ≥ 0
such that the evaluation morphism ν∗ν∗(F ⊗ L⊗l

s ) → F ⊗ L⊗l
s is surjective in a

neighborhood of S̃s for all l ≥ ms. One can of course ensure that ms = mσ(s).
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Set L := O
S̃

(−
∑

s∈Σ msDs). Then ν∗ν∗(F ⊗ L⊗l) → F ⊗ L⊗l is surjective
for l ≥ 1. As S is Stein, ν∗(F ⊗L⊗l) is globally generated, hence so is F ⊗ L⊗l. □

Lemma 4.9. Let D be a reduced G-snc divisor in a G-equivariant complex mani-
fold S. Let L be a G-equivariant holomorphic line bundle on S. Let V ⊂ H0(S,L)
be a finite-dimensional G-invariant subspace generating L. Then there exists a
countable intersection of dense open subsets W ⊂ V G such that D ∪ {σ = 0} is a
reduced G-snc divisor for all σ ∈W .
Proof. Let (Di)i∈I be the irreducible components ofD. For each finite subset J ⊂ I,
set DJ := ∩i∈JDi. As D is snc, the subset DJ ⊂ S is a complex submanifold of
codimension |J |. By [Man82, Theorem II.5] applied on DJ , there exists a countable
intersection of dense open subsetsWJ ⊂ V G such thatDJ∩{σ = 0} is nonsingular of
codimension 1 in DJ for all σ ∈WJ (in [Man82, Step II of the proof of TheoremII.5],
choose the Fi and g to be G-invariant, and note that c can be taken to be real). It
remains to set W := ∩J⊂I finiteWJ . □

4.5. Snc divisors on resolutions of singularities of Stein surfaces.
Lemma 4.10. Let ν : S̃ → S be a G-resolution of singularities of a G-equivariant
Stein surface S. Let D ⊂ S̃ be a reduced G-snc divisor. Fix m ≥ 1. There exist
a globally generated G-equivariant holomorphic line bundle L on S̃ and a section
σ ∈ H0(S̃,L⊗m)G such that {σ = 0} is a reduced G-snc divisor containing D.
Proof. Construct L by applying Lemma 4.8 with F1 = O

S̃
(−D) and F2 = O

S̃
.

As L⊗m(−D) is globally generated, one can choose sections τr ∈ H0(S̃,L⊗m(−D))
that are not identically zero on any irreducible component of {τ1 = · · · = τr−1 = 0}
(for 1 ≤ r ≤ 3). The smallest G-invariant subspace V ⊂ H0(S̃,L⊗m(−D)) con-
taining (τr)1≤r≤3 is finite-dimensional and generates L⊗m(−D).

By Lemma 4.9 and Baire’s theorem, one can find τ ∈ V G such that D∪{τ = 0}
is a reduced G-snc divisor. To conclude, set σ := τ · τD, where τD ∈ H0(S̃,O

S̃
(D))

is the equation of D. □

The next lemma will only be used in the proof of Proposition 4.14.

Lemma 4.11. Let ν : S̃ → S be a G-resolution of singularities of a G-equivariant
Stein surface S. Let D ⊂ S̃ be a reduced G-snc divisor. There exist a G-equivariant
line bundle N on S̃ and a section τ ∈ H0(S̃,N⊗2)G such that D′ := D ∪ {τ = 0}
is a reduced G-snc divisor, and all connected components Ω of S̃G contain exactly
one connected component of (D′)G, which is noncompact if so is Ω.
Proof. After replacing S with its normalization, we may assume that S is normal.
Let Σ ⊂ S be the discrete subset over which ν is not an isomorphism. For s ∈ ΣG,
set S̃s := ν−1(s). Choose a finite subset Θs ⊂ (S̃s)G containing one point (in generic
position) on each connected component of EG for each irreducible component E
of S̃s. Define Θ := ∪s∈ΣΘs. Our proof has two steps.
Step 1. We reduce to the case where for all s ∈ ΣG and all x ∈ Θs, there is an
irreducible component ∆ of D such that ∆G intersects (S̃s)G transversally at x.

Let I ⊂ O
S̃

be the ideal sheaf of Θ. By Lemma 4.8, there exists a G-equivariant
holomorphic line bundle L on S̃ such that I⊗L⊗2 is globally generated. As S̃ has fi-
nite dimension and the fibers of I⊗L⊗2 have bounded dimension, the G-equivariant
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coherent sheaf I ⊗ L⊗2 is in fact generated by a finite-dimensional vector sub-
space V ⊂ H0(S̃, I ⊗ L⊗2), which we may choose to be G-invariant.

Fix s ∈ ΣG and x ∈ Θs lying on some irreducible component E of S̃s. As V
generates I⊗L⊗2 at x, there exists a dense open subset Wx ⊂ V G such that {σ = 0}
is smooth at x and intersects E transversally at x for all σ ∈ Wx. By Lemma 4.9,
there exists a countable intersection of dense open subsets W ⊂ V G such that the
divisor (D ∪ {σ = 0}) \Θ is G-snc in S̃ \Θ for all σ ∈W . By Baire’s theorem, we
may choose σ ∈W ∩

⋂
x∈Θ Wx. It now suffices to replace D with D ∪ {σ = 0}.

Step 2. We prove the lemma under the additional hypothesis stated in Step 1.

The hypothesis that the normal crossings curve DG in the topological surface S̃G

intersects all the components of S̃G
s transversally at some point (for all s ∈ ΣG)

implies that one can find a closed subset M ⊂ SG with M ∩ ΣG = ∅ such that
(i) M is a C∞ submanifold of dimension 1 of SG \ ΣG;
(ii) the cohomology class [M ] ∈ H1(SG,Z/2) is trivial; equivalently, one can write

M = {ϕ = 0} for some C∞ map ϕ : SG → R of which 0 is a regular value;
(iii) the curves M and DG intersect transversally along nonsingular points;
(iv) For all connected component Ω of S̃G, the set (DG ∪M) ∩ Ω is connected,

and noncompact if so is Ω.
More precisely, it is easy to construct M such that (iii) and (iv) are satisfied, but
such that M is a disjoint union of embedded segments and closed half-lines. To
ensure that (i) and (ii) also hold, double these segments and half-lines to turn them
into (very stretched out) circles and lines respectively. Making use of a tubular
neighborhood of M in SG, it is possible to modify the C∞ equation ϕ : SG → R
of M (see (ii)) so that the following holds:
(v) for all s ∈ ΣG, the function ϕ is constant in some neighborhood of s;
(vi) there is ε > 0 such that, for |t| < ε, the subset Mt := ϕ−1(t) satisfies (i)-(iv).

Now choose a G-equivariant proper injective holomorphic map i : S → CN that
is immersive at the nonsingular points of S, hence away from Σ (see [GMT86, V,
Theorem 3.7]). Extend ϕ to a C∞ map ϕ̃ : RN → R (do it locally and globalize
using partitions of unity). By a higher-dimensional version of Carleman’s approx-
imation theorem with a control on derivatives (e.g. [MWØ11, Theorem 1.1] whose
bounded E-hulls hypothesis is satisfied by [SC91, Theorem 2]), there exists a holo-
morphic map ψ̃ : CN → C such that ψ̃|RN is close to ϕ̃ in the strong C1 topology.
Replacing ψ̃ with z 7→ (ψ̃(z) + ψ̃(z̄))/2, we may assume that ψ̃ is G-equivariant.
Set ψ := ψ̃ ◦ i : S → C. If ψ̃|RN approximates ϕ̃ well enough, then ψ|SG is close to ϕ
in the strong C1 topology. It follows that (vi) holds with ϕ replaced with ψ|SG .

Choose N := O
S̃

and τ := ν∗ψ − t for t ∈ R. By Lemma 4.9, the divisor
D ∪ {σ = 0} is reduced and G-snc if t is chosen generic in Baire’s sense. The other
assertions hold by (vi) (with ϕ replaced with ψ|SG) if |t| is small enough. □

4.6. Killing ramification in alterations.

Proposition 4.12. Let S be a reduced G-equivariant Stein space of dimension ≤ 2.
Let S′ be a nowhere dense G-invariant closed analytic subset of S. Let A be an
m-torsion G-module for some m ≥ 1. Choose α ∈ H2

G(S \ S′, A)0. There ex-
ist a G-equivariant alteration p : T → S of degree m with T nonsingular and a
class β ∈ H2

G(T,A)0 such that p∗α = β|T \p−1(S′) in H2
G(T \ p−1(S′), A).
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Proof. Let ν : S̃ → S be a G-resolution of singularities such that S̃′ := ν−1(S′)
is a G-snc divisor in S̃ (see Proposition 4.6). By Lemma 4.10, one can find a
G-equivariant holomorphic line bundle L on S̃ and σ ∈ H0(S̃,L⊗m)G such that
{σ = 0} is a G-snc divisor containing S̃′. Consider the degree m analytic covering
p̃ : T̃ → S̃ with equation {zm = σ}, and let µ : T → T̃ be the minimal resolution
of singularities of T̃ . Let p : T → S be the induced G-equivariant map.

Let Σ ⊂ S̃ be the singular locus of S̃′. Applying (4.9) to p̃ : T̃ \ p̃−1(Σ)→ S̃ \Σ,
and noting that λ = m, one sees that the pullback morphism

H3
S̃′\Σ,G

(S̃ \ Σ, A)→ H3
p̃−1(S̃′)\p̃−1(Σ),G

(T̃ \ p̃−1(Σ), A)

vanishes identically. It follows that p̃∗ν∗α ∈ H2
G(T̃ \ p̃−1(S̃), A)0 lifts to a class

α̃ ∈ H2
G(T̃ \ p̃−1(Σ), A). By Lemma 4.1, one has α̃ ∈ H2

G(T̃ \ p̃−1(Σ), A)0.
As p̃−1(Σ) does not meet the irreducible components of T̃ of dimension ≤ 1,

we may henceforth assume that T̃ is a surface. The singularities of T̃ at points
of p̃−1(Σ) are then Am−1 singularities (locally isomorphic to {zm = xy}), so the
connected components of the exceptional locus of µ : T → T̃ are chains of m − 1
rational curves. Several applications of Lemmas 4.2 and 4.3 (taking Remark 4.4
into account) imply that α̃ extends to a class β ∈ H2

G(T,A)0, as desired. □

Applied to a G-equivariant Stein space of the form S ⊔ Sσ, Proposition 4.12
yields the next non-G-equivariant corollary (use (4.3)).

Corollary 4.13. Let S be a reduced Stein space of dimension ≤ 2. Let S′ ⊂ S be
a nowhere dense closed analytic subset. Fix m ≥ 1, an m-torsion abelian group A,
and α ∈ H2(S \ S′, A). There exist an alteration p : T → S of degree m with T
nonsingular and a class β ∈ H2(T,A) with p∗α = β|T \p−1(S′) in H2(T \p−1(S′), A).

The following variant of Proposition 4.12 will be used in the proof of Theorem 7.5.
Its proof is inspired by [Ben19, §4.2]. We let ∂ denote the boundary maps associated
with the short exact sequence of G-modules 0→ Z(1) 2−→ Z(1)→ Z/2→ 0.

Proposition 4.14. Keep the notation of Proposition 4.12. If m = 2 and A = Z/2,
one can choose p : T → S and β so that ∂(β) ∈ H3

G(T,Z(1)) vanishes.

Proof. Keep the notation of the proof of Proposition 4.12 and set q := p̃ ◦ ν : T → S̃.
We claim that one can arrange that q∗ : H2(TG,Z/2) → H2(S̃G,Z/2) is in-

jective. To do so, we may assume that S̃ has dimension 2. Just after defining L
and σ in the proof of Proposition 4.12, choose N and τ as in Lemma 4.11 ap-
plied with D := {σ = 0}, and replace L with L⊗N and σ with σ · τ . This ensures
that each connected component Ω of S̃G contains exactly one connected component
of DG, which is noncompact if so is Ω. This implies that (q|T G)−1(Ω) is connected,
and noncompact if so is Ω. It follows that q∗ : H2(TG,Z/2) → H2(S̃G,Z/2) is
injective, as wanted.

We may now prove that ∂(β) = 0. Consider the commutative diagram

(4.12)
H2

G(T,Z(1)) //

q∗ ��

H2
G(T,Z/2)

q∗��

∂ // H3
G(T,Z(1))

q∗��
H2

G(S̃,Z(1)) // H2
G(S̃,Z/2) ∂ // H3

G(S̃,Z(1)),
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whose rows are exact sequences of G-equivariant cohomology associated with the
short exact sequence 0→ Z(1) 2−→ Z(1)→ Z/2→ 0, and whose vertical arrows are
pushforward maps. One computes that (q∗β)|S̃\S̃′ = q∗q

∗ν∗α = 2ν∗α = 0 (where
we used the projection formula). Using (4.6), one sees that the reduction modulo 2
morphism H2

S̃′\Σ,G
(S̃ \ Σ,Z(1)) → H2

S̃′\Σ,G
(S̃ \ Σ,Z/2) is onto. Consequently, the

class (q∗β)|S̃\Σ, which lifts to H2
S̃′\Σ,G

(S̃ \ Σ,Z/2) because (q∗β)|S̃\S̃′ = 0, further
lifts to H2

S̃′\Σ,G
(S̃ \Σ,Z(1)). We deduce that (q∗β)|S̃\Σ lifts to H2

G(S̃ \Σ,Z(1)). It
follows from Lemma 4.1 that q∗β lifts to H2

G(S̃,Z(1)), and hence from the exactness
and commutativity of (4.12) that q∗∂(β) = 0 in H3

G(S̃,Z(1)).
We now consider the diagram

(4.13)
H3

G(T,Z(1)) ∼ //

q∗ ��

H3
G(TG,Z(1)) H0(TG,Z/2)⊕H2(TG,Z/2)

q∗��
H3

G(S̃,Z(1)) ∼ // H3
G(S̃G,Z(1)) H0(S̃G,Z/2)⊕H2(S̃G,Z/2),

whose vertical arrows are pushforward maps, whose horizontal arrows are restriction
maps (which are isomorphisms by [Ben24a, Proposition 2.8]), where the equalities
are the canonical decompositions of [BW20, (1.30)], and which is commutative as
a consequence of [BW20, (1.33) and Proposition 1.22]. (We applied to the G-equi-
variant cohomology of G-equivariant complex spaces a few facts that are proven
in [BW20] for the G-equivariant cohomology of algebraic varieties over real closed
fields, e.g. over R. These facts remain true in our setting, with the same proofs.)

Since β ∈ H2
G(T,Z/2)0, one has ∂(β) ∈ H3

G(T,Z(1))0. The image of ∂(β)|T G

in H0(TG,Z/2), which is given by restriction to real points, therefore vanishes.
As q∗∂(β) = 0 and q∗ : H2(TG,Z/2)→ H2(S̃G,Z/2) is injective, the commutativity
of (4.13) implies that ∂(β)|T G = 0. It follows that ∂(β) = 0. □

The next variant of Corollary 4.13 will be used in the proof of Theorem 8.1. Its
proof is inspired by [CTOP02, Proof of Theorem 2.2].

Proposition 4.15. Let π : Ŝ → S be a an analytic covering of connected normal
Stein surfaces such thatM(S) ⊂M(Ŝ) is Galois of group Γ. Let Ŝ′ ⊂ Ŝ be a Γ-in-
variant nowhere dense closed analytic subset. Fix m ≥ 1 and α ∈ H2(Ŝ \ Ŝ′,Z/m).
Set N := m|Γ|. There exist f ∈M(S)∗, an alteration p : T → Ŝ with T nonsingular
and M(T ) =M(Ŝ)[f 1

N ], and a class β ∈ H2(T,Z/m) with p∗α = β|T \p−1(Ŝ′).

Proof. Let ν : S̃ → Ŝ be a Γ-equivariant resolution of singularities such that
S̃′ := ν−1(Ŝ′) is an snc divisor. By a non-G-equivariant version of Lemma 4.10 (ob-
tained by discarding G-actions in the proof, or by applying it formally to S ⊔ Sσ),
there is a globally generated holomorphic line bundle L on S̃ and σ ∈ H0(S̃,L⊗N )
such that {σ = 0} is a reduced snc divisor containing S̃′. Write L1 :=

⊗
γ∈Γ γ

∗L
and σ1 :=

∏
γ∈Γ γ

∗σ ∈ H0(S̃,L⊗N
1 ). Let ν1 : S̃1 → S̃ be a Γ-equivariant modifica-

tion with S̃1 nonsingular such that {ν∗
1σ1 = 0} is an snc divisor. Let p̃1 : T̃1 → S̃1

be the normalization of the degree N analytic covering with equation {zN = ν∗
1σ1}.

Let µ : T → T̃1 be the minimal resolution of singularities. Let p : T → Ŝ be the
induced Γ-equivariant map.
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We first verify that M(T ) has the required form. Let τ ∈ H0(S̃,L) be any
nonzero section. Define τ1 :=

∏
γ∈Γ γ

∗τ ∈ H0(S̃,L1). Consider the rational func-
tion g := σ

τN ∈ M(S̃) = M(Ŝ). Then f := σ1
τN

1
=

∏
γ∈Γ γ

∗g ∈ M(Ŝ)Γ = M(S).
By construction, one has M(Ŝ)[f 1

N ] ⊂ M(T ). This inclusion is an equality as
both M(T ) and M(Ŝ)[f 1

N ] have degree N over M(Ŝ) (apply (1.1) to the Stein
factorization of p).

We finally construct a class β with the desired property. Let S̃′
1 ⊂ S̃1 be the

strict transform of S̃′. Since the connected components of the exceptional locus
of ν1 are trees of rational curves meeting S̃′

1 at a single point, applying Corol-
lary 4.5 repeatedly shows that the class ν∗

1ν
∗α ∈ H2(S̃1 \ ν−1

1 (S̃′),Z/m) extends to
a class α1 ∈ H2(S̃1 \ S̃′

1,Z/m). Let Σ ⊂ S̃1 be the singular locus of S̃′
1.

As the multiplicities of the components of S̃′
1 in {ν∗

1σ1 = 0} divide |Γ|, the indices
of ramification of p̃1 along divisors of T̃1 dominating these components are multiples
of m. It follows from (4.8) that the pull-back morphism

H3
S̃′

1\Σ(S̃1 \ Σ,Z/m)→ H3
p̃−1

1 (S̃′
1)\p̃−1

1 (Σ)(T̃1 \ p̃−1
1 (Σ),Z/m)

vanishes identically. We deduce that p̃∗
1α1 ∈ H2(T̃1 \ p̃−1

1 (S̃′
1),Z/m) lifts to a class

α̃1 ∈ H2(T̃1 \ p̃−1
1 (Σ),Z/m).

Local computations show that T̃1 has Ak singularities (for varying k) at points
of p̃−1

1 (Σ), and hence that the connected components of the exceptional locus of
µ : T → T̃1 are chains of rational curves. Several applications of Corollary 4.5
therefore imply that α̃1 extends to a class β ∈ H2(T,Z/m), as wanted. □

4.7. Killing global cohomology classes on Zariski-open sets.

Proposition 4.16. Let S be a G-equivariant reduced Stein space of dimension ≤ 2.
Let p : T → S be a G-equivariant alteration. For all β ∈ H2

G(T,Z(1)), there exists
a G-invariant nowhere dense closed analytic subset T ′ ⊂ T such that β|T \T ′ = 0.

Proof. After replacing S with T , where T → T → S is the Stein factorization of p,
we may assume that p is a modification. Replacing T with a G-equivariant resolu-
tion of singularities (see Proposition 4.6), we may assume that T is nonsingular.

The sheaf R1p∗OT is supported on a discrete set and the sheaves Rsp∗OT van-
ish for s ≥ 2 (as a consequence of Grauert’s comparison theorem [Gra60, Haup-
satz II a]). Since the higher cohomology groups of p∗OT vanish as S is Stein, we
deduce from the Leray spectral sequence of p that H2(T,OT ) = 0. It follows that
the group H2

G(T,OT ) vanishes (see [BW21, §A.3]).
The long exact sequence of G-equivariant cohomology associated with the ex-

ponential short exact sequence 0 → Z(1) 2π
√

−1−−−−→ OT
exp−−→ O∗

T → 0 therefore
shows that the cohomology class β is the image by the G-equivariant cycle class
map cl : PicG(T ) = H1

G(T,O∗
T ) → H2

G(T,Z(1)) (see [BW21, §A.4]), of some
G-equivariant holomorphic line bundle N ∈ PicG(T ) on T .

By Lemma 4.8, there exists a G-equivariant holomorphic line bundle L on T
such that both L and N ⊗ L are globally generated. It follows that there exist
divisors D1 ⊂ T and D2 ⊂ T with O(D1) = L and O(D2) = N ⊗L. One therefore
has N = O(D2 −D1). It now suffices to take T ′ := D1 ∪D2. □
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Corollary 4.17. Let S be a reduced Stein space of dimension ≤ 2. Let p : T → S
be an alteration. Let A be a finitely generated abelian group. For all β ∈ H2(T,A),
there exists a nowhere dense closed analytic subset T ′ ⊂ T such that β|T \T ′ = 0.

Proof. We may assume that A = Z or A = Z/m for some m ≥ 1. The Leray
spectral sequence for p and the Artin vanishing theorem (see [Ben24a, Propo-
sition 2.2]) imply that H3(T,Z) = 0. It follows that the reduction modulo m
morphism H2(T,Z) → H2(T,Z/m) is surjective. The case A = Z/m therefore
reduces to the case A = Z. In this case, it suffices to apply Proposition 4.16 to the
G-equivariant space S ⊔ Sσ (making use of (4.3)). □

5. A generic comparison theorem over Stein surfaces

In this section, we prove the comparison theorem that is the main technical result
of this article (Theorem 5.5), as well as its G-equivariant companion Theorem 5.7.

5.1. Generic properties of constructible sheaves. Recall that the notion of
absolutely flat ring was introduced in §3.2.

Lemma 5.1. Let A be a ring whose total ring of fractions F is absolutely flat.
Let L be a constructible étale sheaf on Spec(A). Then there exists a nonzerodivisor
a ∈ A such that L|Spec(A[ 1

a ]) is finite locally constant.

Proof. All quasi-compact open subsets U ⊂ Spec(F ) are closed by [SP, Lemma 092F
(2)⇒(3) and Lemma 04MG (7)⇒(4)]. Consequently, all constructible subsets
of Spec(F ) are open. It follows that L|Spec(F ) is finite locally constant. View-
ing F as the colimit of the rings A[ 1

a ], where a runs over all nonzerodivisors of A,
and applying [SP, Lemmas 09YU and 0GL2] concludes. □

Lemma 5.2. Let A be a ring whose total ring of fractions F is absolutely flat.
Let f : X → Spec(A) be a morphism of finite presentation and let L be a con-
structible étale sheaf on X. Then there exists a nonzerodivisor a ∈ A such that the
sheaves Rsf∗L|Spec(A[ 1

a ]) are constructible for all s ≥ 0.

Proof. As F is reduced (see [BSY22, Proposition 4.41 (1)]), so is A. Write A as
the directed colimit of its (reduced and noetherian) finitely generated subrings.
By [SP, Lemmas 01ZM and 09YU], there exist a reduced noetherian ring A0, a
morphism u : B := Spec(A) → B0 := Spec(A0), a morphism of finite presenta-
tion f0 : X0 → B0, and a constructible étale sheaf L0 on X0, such that f , X and L
are induced from f0, X0 and L0 by base change by u.

By Deligne’s generic base change theorem [Del77, Théorème 1.9] and noetherian
induction, there exists a partition B0 = ⊔1≤j≤nB0,j of B0 into finitely many locally
closed subsets such that, if one lets f0,j : X0,j → B0,j denote the base change of f0
by the inclusion morphism B0,j → B0, then the sheaf Rs(f0,j)∗L is constructible
and its formation commutes with base change for all s ≥ 0.

For 0 ≤ j ≤ n, define Bj := u−1(B0,j). They are constructible subsets of B.
Since the constructible and the Zariski topology of Spec(F ) coincide (as follows
from [SP, Lemma 092F (2)⇒(3) and Lemma 04MG (7)⇒(4)]), the inverse images
of the Bj in Spec(F ) are quasi-compact open subsets. View F as the colimit of the
rings A[ 1

a ], where a runs over all nonzerodivisors of A. By [SP, Lemma 01Z4], we
may assume, after possibly inverting some nonzerodivisor a ∈ A, that the Bj are

https://stacks.math.columbia.edu/tag/092F
https://stacks.math.columbia.edu/tag/04MG
https://stacks.math.columbia.edu/tag/09YU
https://stacks.math.columbia.edu/tag/0GL2
https://stacks.math.columbia.edu/tag/01ZM
https://stacks.math.columbia.edu/tag/09YU
https://stacks.math.columbia.edu/tag/092F
https://stacks.math.columbia.edu/tag/04MG
https://stacks.math.columbia.edu/tag/01Z4
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quasi-compact open subsets of B. The properties of the partition B0 = ⊔1≤j≤nB0,j

now imply that the (Rsf∗L)|Bj are constructible, which concludes the proof. □

Remarks 5.3. (i) Total rings of fractions of reduced rings are not always absolutely
flat (a counterexample is constructed in [Que71, Proposition 10]). The hypotheses
in Lemmas 5.1 and 5.2 are therefore more stringent than asking for A to be reduced.

(ii) The direct image of a constructible étale sheaf by a morphism of finite pre-
sentation is not constructible in general. Indeed, one can find a ring A and an
element a ∈ A such that the closure of Spec(A[ 1

a ]) in Spec(A) is not constructible
(see [Gam88, Exemple et Proposition 1]). It follows that the direct image of a con-
stant étale sheaf by the open immersion Spec(A[ 1

a ])→ Spec(A) is not constructible.
(iii) Lemma 5.2 implies that the higher direct images of a constructible étale

sheaf by a morphism of finite presentation f : X → Spec(A) are constructible if A
is absolutely flat (note that all nonzerodivisors in absolutely flat rings are invertible
as a consequence of [BSY22, Proposition 4.41 (4)]).

5.2. Killing singular cohomology classes generically in étale covers. The
next lemma is key to the proof of the generic comparison theorem in §5.3.

Lemma 5.4. Let S be a reduced Stein space of dimension ≤ 2. Let X be an affine
étale O(S)-scheme. Fix s > 0 and m ≥ 1. Then any class α ∈ Hs(Xan,Z/m)
vanishes in Hs((X ′)an,Z/m) for some nonzerodivisor a ∈ O(S) and some surjective
étale morphism of finite presentation X ′ → XO(S)[ 1

a ].

Proof. Assume first that s = 1. Then α corresponds to a topological cover-
ing p : T → Xan of degree m. By Theorem 3.12, after possibly inverting some
nonzerodivisor a ∈ O(S), this topological covering is the analytification of a finite
étale covering Y → X of degree m. Set X ′ := IsomX(Y,Z/m). The structural
morphism f : X ′ → X is finite étale and surjective. Since the finite étale cov-
ering Y → X becomes trivial after base change by f , the topological covering p
becomes trivial after base change by fan, and hence (fan)∗α = 0.

Assume now that s = 2. Let c ∈ O(S) and q : Ŝ → S be as in Lemma 3.11.
Replacing S with Ŝ (which is legitimate thanks to Lemma 1.2) and the scheme X
with XO(S)[ 1

c ] = Spec(O(Ŝ)[ 1
c ]), we may assume that X = Spec(O(S)[ 1

c ]) for some
nonzerodivisor c ∈ O(S). By Corollary 4.13, there exists an alteration p : T → S of
degree m such that p∗α ∈ H2(p−1(Xan),Z/m) extends to a class β ∈ H2(T,Z/m).
Consider the Stein factorization T → T

p−→ S of p. By Corollary 4.17, the class β
vanishes in restriction to the complement of some nowhere dense closed analytic
subset of T . We deduce the existence of a nonzerodivisor a ∈ O(S) such that the
class p∗α ∈ H2(T \ {c = 0},Z/m) vanishes in H2(T \ {ac = 0},Z/m). Lemma 3.6
ensures, after possibly changing a, that O(T )[ 1

ac ] is a finite étale O(S)[ 1
ac ]-algebra

of degree m. Setting X ′ := Spec(O(T )[ 1
ac ]) concludes.

Assume finally that s ≥ 3. Since X is affine and étale over O(S), its an-
alytification Xan is Stein of dimension ≤ 2. We deduce from [Ham83, Satz]
that Xan has the homotopy type of a CW complex of dimension ≤ 2, and hence
that Hs(Xan,Z/m) = 0. One can therefore take X ′ = X. □

5.3. The comparison theorem.

Theorem 5.5. Let S be a reduced Stein space of dimension ≤ 2. Let X be an
O(S)-scheme of finite presentation. Let L be a constructible étale sheaf on X. If
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one lets a ∈ O(S) run over all nonzerodivisors, the comparison morphisms

(5.1) colim
a

Hk
ét(XO(S)[ 1

a ],L)→ colim
a

Hk((XO(S)[ 1
a ])an,Lan)

are isomorphisms for all k ≥ 0.

Proof. We proceed in several steps.

Step 1. We reduce to the case where X = Spec(O(S)).

Let f : X → Spec(O(S)) be the structural morphism. By Lemma 5.2 (which
applies since M(S) is absolutely flat, see §3.2), there is a nonzerodivisor b ∈ O(S)
such that the sheaves Rsf∗L|Spec(O(S)[ 1

b ]) are constructible. Both sides of (5.1) are
computed by (colimits of) Leray spectral sequences, whose Er,s

2 terms read

(5.2) colim
a

Hr
ét(Spec(O(S)[ 1

a ]),Rsf∗L) and colim
a

Hr(S \ {a = 0},Rsfan
∗ (Lan)).

The natural morphisms (Rsf∗L)an → Rsfan
∗ (Lan) are isomorphisms by [Ben23,

Theorem 3.7]. The comparison morphisms between the Er,s
2 terms (5.2) are there-

fore isomorphisms by the X = Spec(O(S)) case of Theorem 5.5 applied to the
constructible sheaves on Spec(O(S)) obtained by extending the Rsf∗L|Spec(O(S)[ 1

b ])
by zero. It follows that the comparison morphisms (5.1) are isomorphisms.

Step 2. We further reduce to the case where L = Z/m for some m ≥ 1.

By Lemma 5.1, there is a nonzerodivisor b ∈ O(S) such that L|Spec(O(S)[ 1
b ])

is finite locally constant. The sheaf L|Spec(O(S)[ 1
b ]) is therefore represented by a

finite étale abelian group scheme f : X → Spec(O(S)[ 1
b ]) (see [SP, Lemma 03RV]).

It follows that the constructible sheaf M := f∗(L|Spec(O(S)[ 1
b ])) is Zariski-locally

constant. In addition, the natural morphism L|Spec(O(S)[ 1
b ]) → f∗M is injective,

and its cokernel is finite locally constant (see [SP, Lemmas 095B and 03RX (2)]).
Iterating this procedure, we construct a resolution of L|Spec(O(S)[ 1

b ]) by sheaves
of the form f∗M with f : X → Spec(O(S)[ 1

b ]) finite étale, and M constructible
and Zariski-locally constant. Making use of the spectral sequence associated with
such a resolution, we reduce to the case where L is the extension by zero of a sheaf
of the form f∗M. Partitioning X into finitely many open subsets over which M is
constant, we further reduce to the case where M is constant.

By Lemma 3.11, we may assume, possibly after changing b, that there exists an
analytic covering q : Ŝ → S such that X = Spec(O(Ŝ)[ 1

b ]). As the higher direct
images of morphisms induced by f and fan vanish by [SP, Proposition 03QP] and
[Ive86, III, Theorem 6.2] respectively (and making use of Lemma 1.2), we may
replace S with Ŝ, and L with a constant sheaf on Spec(O(Ŝ)) that has the same
stalks as M. One can then further assume that L = Z/m for some m ≥ 1.

Step 3. We deal with case where X = Spec(O(S)) and L = Z/m for some m ≥ 1.

After maybe normalizing S (which is legitimate thanks to Lemma 3.6 applied to
the normalization morphism), we may assume that S is normal.

The colimit over all nonzerodivisors a ∈ O(S) of the Leray spectral sequences of
the site morphisms ε : (S \ {a = 0})cl → (Spec(O(S)[ 1

a ]))ét (see §1.2) reads

Er,s
2 = colim

a
Hr

ét(Spec(O(S)[ 1
a ]),Rsε∗Z/m) =⇒ colim

a
Hr+s(S \ {a = 0},Z/m).

https://stacks.math.columbia.edu/tag/03RV
https://stacks.math.columbia.edu/tag/095B
https://stacks.math.columbia.edu/tag/03RX
https://stacks.math.columbia.edu/tag/03QP
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It follows from Corollary 2.11 that the natural sheaf morphism Z/m → ε∗Z/m is
an isomorphism. To deduce that (5.1) is an isomorphism from the above spectral
sequence, it therefore suffices to show that colim

a
Hr

ét(Spec(O(S)[ 1
a ]),Rsε∗Z/m) = 0

for all r ≥ 0 and s > 0. Computing étale cohomology using hypercoverings (see [SP,
Lemma 09VZ]), it suffices to show that colim

a
H0

ét(XO(S)[ 1
a ],Rsε∗Z/m) = 0 for any

affine étale O(S)-scheme X and any s > 0. By definition of the higher direct
images Rsε∗Z/m, this amounts exactly to Lemma 5.4. □

Remarks 5.6. (i) Theorem 5.5 fails in general if S is not reduced, already for k = 0
and L = Z/2. To see it, let S and X be as in Remark 2.10 (i). Note that all the
nonzerodivisors of O(S) are invertible. Then the left-hand side of (5.1) is nonzero
because X ̸= ∅, but the right-hand side of (5.1) vanishes because Xan = ∅.

(ii) Theorem 5.5 also fails in general if X is only assumed to be of finite type
over O(S), already for k = 0 and L = Z/2, as the example of Remark 1.9 shows.

(iii) The hypothesis that L is constructible in Theorem 5.5 cannot be removed
either. To see it, let S be a reduced countable Stein space, define X := Spec(O(S)),
set k = 0, and let L be the skyscraper étale sheaf on X with stalk Z/2 at some
maximal ideal ofO(S) associated with a nonprincipal ultrafilter of S. Then Lan = 0,
so the right-hand side of (5.1) vanishes but the left-hand side does not.

(iv) Theorem 5.5 would fail in general if one did not take the colimit over all
nonzerodivisors a ∈ O(S), already for k = 0 and L = Z/2. To see it, let S and X be
as in Remark 2.10 (ii). Then X is connected, so Hk

ét(X,Z/2) = Z/2, but Xan has
two connected components, so Hk(Xan,Z/2) = (Z/2)2. Another counterexample,
with k = 1 and L = Z/2 (and S normal and connected), appears in Remark 3.13 (i).

(v) Despite the examples of (i) and (iv), it is conceivable that the comparison
morphism Hk

ét(Spec(O(S)),Z/m) → Hk(S,Z/m) is an isomorphism for all k ≥ 0,
all m ≥ 1, and all finite-dimensional Stein spaces S. This is so for k = 0 (by
Remark 2.10 (iii)) and k = 1 (by Remark 3.13 (ii)).

(vi) We do not know if Theorem 5.5 still holds when S has dimension ≥ 3.

5.4. The G-equivariant comparison theorem. Here is a G-equivariant en-
hancement of Theorem 5.5.

Theorem 5.7. Let S be a reduced G-equivariant Stein space of dimension ≤ 2.
Let X be an O(S)G-scheme of finite presentation. Let L be a constructible étale
sheaf on X. If one lets a ∈ O(S)G run over all nonzerodivisors, the comparison
morphisms

(5.3) colim
a

Hk
ét(XO(S)G[ 1

a ],L)→ colim
a

Hk
G((XO(S)G[ 1

a ])an,Lan)

are isomorphisms for all k ≥ 0.

Proof. TheG-equivariant site morphisms ε : ((XO(S)[ 1
a ])an)cl → (XO(S)[ 1

a ])ét induce
morphisms between the Hochschild–Serre spectral sequences

Er,s
2 = Hr(G,Hs

ét(XO(S)[ 1
a ],L)) =⇒ Hr+s

ét (XO(S)G[ 1
a ],L) and

Er,s
2 = Hr(G,Hs((XO(S)[ 1

a ])an,Lan)) =⇒ Hr+s
G ((XO(S)G[ 1

a ])an,Lan)

(for which see [Sch94, Remark 10.9]). After taking the colimit over all nonzerodivi-
sors a ∈ O(S), these morphisms are isomorphisms on page 2 by Theorem 5.5, and
hence isomorphisms on the abutment. □

https://stacks.math.columbia.edu/tag/09VZ
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6. Cohomological dimension and real spectra

The étale cohomological dimension cd(X) of a quasi-compact and quasi-separated
scheme X is the largest integer n such that there exists a torsion étale sheaf L on X
with Hn

ét(X,L) ̸= 0 (or +∞ if there is no upper bound on these integers). Combin-
ing [SP, Lemmas 03SA (2) and 03Q5] shows that one can restrict to constructible
étale sheaves on X. We let Xr be the real spectrum of a scheme X (constructed by
gluing real spectra of coordinate rings of affine charts of X, see [Sch94, (0.4)]).

6.1. Étale cohomological dimension.

Theorem 6.1. Let S be a reduced G-equivariant Stein space of dimension ≤ 2.
Let X be an affine O(S)G-scheme of finite presentation. The following assertions
are equivalent.

(i) cd(XM(S)G) <∞;
(ii) cd(XM(S)G) ≤ dim(Xan);

(iii) the real spectrum (XM(S)G)r is empty;
(iv) there exists a nonzerodivisor a ∈ O(S)G such that (Xan \ {a = 0})G = ∅.

Proof. As X is a closed subscheme of AN
O(S)G for some N , the complex space Xan is

a closed subspace of S ×CN , and hence is finite-dimensional. This shows (ii)⇒(i).
If L is a constructible sheaf on XO(S)G[ 1

b ] for a nonzerodivisor b ∈ O(S)G, then

(6.1) Hk
ét(XM(S)G ,L)=colim

a
Hk

ét(XO(S)G[ 1
ab ],L)=colim

a
Hk

G((XO(S)G[ 1
ab ])an,Lan)

for all k ≥ 0, where a ∈ O(S)G runs over all nonzerodivisors (the first equality
follows from [SP, Lemma 03Q6] and the second from Theorem 5.7).

Assume now that (iv) does not hold. Fix k ≥ 0. Consider (6.1) with b = 1
and L = Z/2. For any nonzerodivisor a ∈ O(S)G, the image of the nonzero class
of Hk

G(pt,Z/2) = Z/2 in Hk
G((XO(S)G[ 1

a ])an,Z/2) = Hk
G(Xan \ {a = 0},Z/2) is

nonzero because its restriction to any point in (Xan \ {a = 0})G is nonzero. It
follows that it induces a nonzero class in the right-hand side of (6.1). We deduce
that Hk

ét(XM(S)G ,Z/2) is nonzero. As k was arbitrary, assertion (i) does not hold.
We now show that (iv)⇒(ii). To this effect, assume that (iv) holds and fix a

constructible étale sheaf L on XM(S)G . ViewingM(S)G as the colimit of the rings
O(S)G[ 1

b ] over all nonzerodivisors b ∈ O(S)G and using [SP, Lemma 09YU] shows
the existence of a nonzerodivisor b ∈ O(S)G and of a constructible étale sheaf L′

on XO(S)G[ 1
b ] inducing L by base change. It follows from (6.1) applied to L′ that

(6.2) Hk
ét(XM(S)G ,L) = colim

a
Hk

G(Xan \ {ab = 0}, (L′)an),

where a ∈ O(S)G runs over all nonzerodivisors. We noted above that Xan is a
closed subspace of S × CN for some N ≥ 0. It is therefore Stein. Consequently, so
is Xan \ {ab = 0} (the graph of (ab)an realizes it as a closed subspace of Xan×C∗).
In view of our hypothesis (iv), we deduce from [Ben24a, Theorem 2.6] and (6.2)
that Hk

ét(XM(S)G ,L) = 0 for all k > dim(Xan). This shows that (ii) holds.
The implication (i)⇒(iii) follows from [Sch94, Remark 7.5]. Conversely, suppose

that assertion (iii) holds. By the already proven implication (iv)⇒(i) applied to
the O(S)G-scheme X ′ := X ×Spec(R) Spec(C), one has cd(X ′

M(S)G) <∞. Applying
[Sch94, Corollary 7.21] now shows that (i) holds and completes the proof. □

https://stacks.math.columbia.edu/tag/03SA
https://stacks.math.columbia.edu/tag/03Q5
https://stacks.math.columbia.edu/tag/03Q6
https://stacks.math.columbia.edu/tag/09YU
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6.2. Cohomological dimension of fields of meromorphic functions. The
following theorem is a consequence of Theorem 6.1.
Theorem 6.2. Let S be a normal G-equivariant Stein surface with S/G connected.
The following assertions are equivalent:

(i) the field M(S)G has finite cohomological dimension;
(ii) the field M(S)G has cohomological dimension 2;

(iii) the field M(S)G admits no field orderings;
(iv) SG is a discrete subset of S.

Proof. To deduce the result from Theorem 6.1 applied with X = Spec(O(S)G), one
only needs to make the following two remarks.

The first remark is that cd(M(S)G) ≥ 2. To see it, let T be a connected
component of S. Since M(T ) is equal to M(S)G or to M(S)G[

√
−1], it suffices

to show that cd(M(T )) ≥ 2 (use [Ser94, I.3.3, Proposition 14]). Fix t ∈ T . The
local morphism O(T )t → OT,t is a faithfully flat morphism of noetherian rings
(see [Ben23, Lemma 1.11]). As the maximal ideal of O(T )t generates the maximal
ideal of OT,t because T is Stein, one has dim(O(T )t) = dim(OT,t) = 2 by [SP,
Lemma 00ON]. That cd(M(T )) ≥ 2 now follows from [SGA4III, X, Corollaire 2.5].

The second remark is that SG is discrete if and only if there is a nonzerodi-
visor a ∈ O(S)G vanishing on SG. The direct implication follows at once from
the fact that S is Stein. The converse is a consequence of the discreteness of the
singular locus of S (as S is normal of dimension 2) and of Lemma 1.1 (ii). □

Let us record the non-G-equivariant version of Theorem 6.2.
Theorem 6.3. Let S be a connected normal Stein surface. Then the field M(S)
has cohomological dimension 2.
Proof. Apply Theorem 6.2 to the G-equivariant Stein surface S ⊔ Sσ. □

6.3. Real spectra. Let S be a G-equivariant Stein space. For any O(S)G-scheme
of finite presentation X, the bijection (Xan)G ∼−→ X(R) (see Lemma 1.4) allows us
to view (Xan)G as a subset of Xr.
Theorem 6.4. Let S be a reduced G-equivariant Stein space of dimension ≤ 2.
Let X be an O(S)G-scheme of finite presentation. Then the closure of (Xan)G

in Xr contains (XM(S)G)r.

Proof. Since the assertion in local on X, we may assume that X = Spec(A) is affine.
Suppose that there is an open subset U ⊂ Xr = Sper(A) meeting (XM(S)G)r but
not intersecting (Xan)G. We may assume that there exist a1, . . . , am ∈ A such
that U = {(p,≺) ∈ Sper(A) | a1, . . . , am ≻ 0}.

Define B := A[x1, . . . , xm,
1

x1
, . . . , 1

xm
]/⟨x2

i − ai⟩ and set Y := Spec(B). On
the one hand, any point of (p,≺) ∈ U lifts to Yr (because the inequality ai ≻ 0
implies that the ai are squares in the real closure of (Frac(A/p),≺)). It follows
that (YM(S)G)r ̸= ∅. On the other hand, if y ∈ (Y an)G ∼−→ Y (R) (see Lemma 1.4),
one of the ai would have to be negative on y, which is impossible since ai is a square
in B. So (Y an)G = ∅. This contradicts Theorem 6.1 (iii)⇔(iv). □

We highlight the following particular case of Theorem 6.4.
Theorem 6.5. Let S be a normal G-equivariant Stein surface with S/G connected.
Then the closure of SG in Sper(O(S)G) contains Sper(M(S)G).

https://stacks.math.columbia.edu/tag/00ON
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Remarks 6.6. (i) Theorem 6.4 fails in general if S is not reduced, even when
X = Spec(O(S)G). We now show that S0 :=

⊔
n∈N Spec(R[x]/(xn+1))an yields such

an example. One hasM(S0)G = O(S0)G =
∏

n∈N R[x]/(xn+1). Let U be a nonprin-
cipal ultrafilter on N. We let

∏
U denote the ultraproduct construction (with respect

to U). The localization R[x](x) of R[x] at (x) is a discrete valuation ring. It there-
fore follows from Łoś’ theorem (see e.g. [BDLvdD79, p. 191]) that A :=

∏
U R[x](x)

is a valuation ring with value group Γ :=
∏

U Z whose residue field A/(x) =
∏

U R
is real closed. Set yn := xn+1 and y := (yn)n∈N, so A/(y) =

∏
U R[x]/(xn+1). As

is explained in [BDLvdD79, p. 192], the ordered group Γ contains Z as a convex
subgroup. Let p ⊂ A be the prime ideal consisting of those elements of A whose
valuation is not in Z. Since y ∈ p, one can view p as a prime ideal of A/(y), hence
of O(S0)G. In addition, since A/p is a valuation ring, the field Frac(A/p) admits
a field ordering (see e.g. [Lam83, Lemma 3.7]). Let ξ be the corresponding point
of Sper(O(S0)G). Now the element x ∈ O(S0)G vanishes on SG

0 , but is nonzero
on ξ because x /∈ p. It follows that SG

0 cannot be dense in Sper(O(S0)G).
(ii) In the setting of Theorem 6.4, it is natural to wonder whether the stronger

statement that (Xan)G is dense in Xr holds. This is not the case in general if S is
reduced curve or a normal surface, and X = Spec(O(S)G). To see it, note that the
G-equivariant complex space S0 constructed in (i) can be G-equivariantly embedded
in a G-equivariant Stein space S that can be chosen to be either a reduced curve
or a normal surface, in such a way that induced map SG

0 → SG is bijective.
(iii) In contrast with (ii), we do not know whether SG is dense in Sper(O(S)G)

if S is a nonsingular G-equivariant Stein surface.
(iv) We refer to [AB90] for a detailed study of Sper(O(R)) (where R is viewed

as a real-analytic manifold). In particular, the example presented in (i) is closely
related to [AB90, Examples 3.4 and 6.2].

(v) Theorem 6.4 also fails if X is only assumed to be of finite type overO(S)G. To
see it, set S :=

⊔
n∈N Spec(R)an, so O(S)G =M(S)G =

∏
n∈N R. Let U be a non-

principal ultrafilter on N. Let m be the kernel of the projection
∏

n∈N R→
∏

U R.
Set X := Spec(O(S)G/m). Then Xan = ∅, but since O(S)G/m =

∏
U R is a real

closed field, one has Xr ̸= ∅.

Theorem 6.5 shows that SG controls Sper(M(S)G) (when S has dimension ≤ 2).
The following (much easier) lemma provides us with a converse (for any S).

Lemma 6.7. Let S be a reduced G-equivariant Stein space. Then any nonsingular
point of SG admits a generization in Sper(O(S)G) that belongs to Sper(M(S)G).

Proof. Let s ∈ SG be a nonsingular point. Replacing S with its irreducible com-
ponent through s, we may assume that S is irreducible. The local ring O(S)s is
regular (apply [Ben23, Lemma 1.13] with K = {s}). As O(S)s = (O(S)s)G[

√
−1],

we deduce from [SP, Lemma 07NG] that so is (O(S)s)G. The lemma now follows
from [Ben20, Lemma 2.3] as M(S)G = Frac((O(S)s)G). □

7. Applications to the period-index problem

7.1. Computing the Brauer group. If F is a field, the subgroup Br(F )0 of Br(F )
was defined in (0.1) to be Ker

[
Br(F ) →

∏
ξ∈Sper(F ) Br(Fξ)

]
. We also recall that

if E is a topological space on which G acts and A is a G-module, then the subgroup
Hk

G(E,A)0 of Hk
G(E,A) is Ker

[
Hk

G(E,A)→
∏

x∈EG Hk
G(x,A)

]
(see §4.1).

https://stacks.math.columbia.edu/tag/07NG
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Lemma 7.1. Let S be a normal G-equivariant Stein surface with S/G connected.
Fix m ≥ 1. Letting a ∈ O(S)G runs over all nonzerodivisors, one has

Br(M(S)G)[m] = colim
a

H2
G(S \ {a = 0},Z/m(1))(7.1)

and Br(M(S)G)0[m] = colim
a

H2
G(S \ {a = 0},Z/m(1))0.(7.2)

Proof. One computes that

(7.3)

Br(M(S)G)[m] = H2
ét(Spec(M(S)G),Z/m(1))

= colim
a

H2
ét(Spec(O(S)G[ 1

a ]),Z/m(1))

= colim
a

H2
G(S \ {a = 0},Z/m(1)),

where the first equality follows from the Kummer exact sequence, the second from
[SP, Lemma 03Q6], and the third from Theorem 5.7. This shows (7.1).

Fix a nonzerodivisor a ∈ O(S)G. Scheiderer has defined a sheaf R2ρ (Z/m(1))
on Sper(O(S)G[ 1

a ]) whose stalk at a point ξ ∈ Sper(O(S)G[ 1
a ]) with associated real

closed residue field κξ is H2
ét(Spec(κξ),Z/m(1)), such that there exists a morphism

(7.4) ϕ : H2
ét(Spec(O(S)G[ 1

a ]),Z/m(1))→ H0(Sper(O(S)G[ 1
a ]),R2ρ (Z/m(1)))

with ϕ(α)ξ = α|κξ
in H2

ét(Spec(κξ),Z/m(1)) for α ∈ H2
ét(Spec(O(S)G[ 1

a ]),Z/m(1))
(see [Sch94, Definition 2.5, Proposition 3.12 b) and c)]).

Assume now that a has been chosen so S \ {a = 0} is nonsingular and fix
a class α ∈ H2

ét(Spec(O(S)G[ 1
a ]),Z/m(1)). Since the sheaf R2ρ (Z/m(1)) is lo-

cally constant (see [Sch94, Proposition 17.4 b)]), we deduce from Theorem 6.5 and
Lemma 6.7 that it is equivalent to require that ϕ(α) vanishes on SG \ {a = 0}, or
on Sper(M(S)G). Restricting to such elements a ∈ O(S)G and such classes α in
the chain of equalities (7.3) yields the isomorphism (7.2). □

Corollary 7.2. Let S be a connected normal Stein surface. Fix m ≥ 1. Then

(7.5) Br(M(S))[m] = colim
a

H2(S \ {a = 0},Z/m),

where a ∈ O(S) runs over all nonzerodivisors.

Proof. Apply Lemma 7.1 to the G-equivariant Stein surface S ⊔ Sσ. □

7.2. The period-index problem on Stein surfaces.

Theorem 7.3. Let S be a connected normal Stein surface. For all η ∈ Br(M(S)),
one has ind(η) = per(η).

Proof. Set m := per(η), so η ∈ Br(M(S))[m]. Let a ∈ O(S) be a nonzerodivisor
and let α ∈ H2(S \{a = 0},Z/m) be a class inducing η in (7.5). By Corollary 4.13,
there exist an alteration p : T → S of degree m with T nonsingular, and a coho-
mology class β ∈ H2(T,Z/m) such that p∗α = β|T \{a=0} in H2(T \ {a = 0},Z/m).

By Corollary 4.17, the class β vanishes in restriction to the complement of some
nowhere dense closed analytic subset of T . It follows that there exists a nonzerodivi-
sor b ∈ O(T ) such that p∗α|T \{ab=0} vanishes in H2(T \ {ab = 0},Z/m). By Corol-
lary 7.2, the class η vanishes in Br(M(T )). Since M(T ) is an étale M(S)-algebra
of degree m (apply (1.1) to the Stein factorization T → T

p−→ S of p), we deduce
that ind(η) ≤ m. As per(η) always divides ind(η), the theorem is proved. □

https://stacks.math.columbia.edu/tag/03Q6
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Remark 7.4. The field extension M(T ) of M(S) constructed in the proof of The-
orem 7.3 is cyclic of degree m (see especially the equation of T̃ in the proof of
Proposition 4.12). It follows that all central division algebras overM(S) are cyclic.
We refer to [CTOP02, Theorem 2.1] for the analogous result in the local case.

Theorem 7.5. Let S be a normal G-equivariant Stein surface with S/G connected.
Then, for all η ∈ Br(M(S)G)0, one has ind(η) = per(η).

Proof. We argue by induction on m := per(η). If m is odd, the theorem follows
from Theorem 7.3 since M(S) is an étale M(S)G-algebra of degree 2.

Assume now that m = 2, so η ∈ Br(M(S)G)0[2]. Let a ∈ O(S)G be a non-
zerodivisor and let α ∈ H2

G(S \ {a = 0},Z/2)0 be a class inducing η in (7.2).
By Proposition 4.14, there exist a G-equivariant alteration p : T → S of degree 2
with T nonsingular, and a class β ∈ H2

G(T,Z/2) such that ∂(β) = 0 in H3
G(T,Z(1))

and p∗α = β|T \{a=0} in H2
G(T \ {a = 0},Z/2). As ∂(β) = 0, the class β lifts

to H2
G(T,Z(1)) and hence vanishes in restriction to the complement of some G-in-

variant nowhere dense closed analytic subset of T (see Proposition 4.16). It fol-
lows that there exists a nonzerodivisor b ∈ O(T )G such that p∗α|T \{ab=0} vanishes
in H2

G(T \ {ab = 0},Z/2). By Lemma 7.1, the class η vanishes in Br(M(T )G).
As M(T )G is an étale M(S)G-algebra of degree 2 (apply (1.2) to the Stein factor-
ization T → T

p−→ S of p), we deduce that ind(η) | 2, hence that ind(η) = 2.
Assume finally that m is even. By the above, the class m

2 · η ∈ Br(M(S)G)0[2]
is killed in a degree 2 extension of M(S)G (which has the form M(T )G for some
G-equivariant analytic covering p : T → S (see (1.2)). Then p∗η ∈ Br(M(T )G)0 has
period dividing m

2 , hence index dividing m
2 by induction. It follows that ind(η) | m,

hence that ind(η) = m. □

Theorem 7.6. Let S be a normal G-equivariant Stein surface with S/G connected
and SG ⊂ S discrete. Then, for all η ∈ Br(M(S)G), one has ind(η) = per(η).

Proof. Theorem 6.2 shows that the fieldM(S)G admits no field ordering. It follows
that η ∈ Br(M(S)G)0, and Theorem 7.5 applies. □

7.3. Application to the u-invariant. The u-invariant u(F ) of a field F is the
maximal rank of an anisotropic quadratic form over F that is hyperbolic over all
real closures of F , or +∞ if these ranks admit no upper bound (see [EL73, Defini-
tion 1.1]). In the more classical particular case when F admits no field orderings,
the u-invariant u(F ) is the maximal rank of an anisotropic quadratic form over F .

Theorem 7.7. Let S be a normal G-equivariant Stein surface with S/G connected.
Then u(M(S)G) = 4.

Proof. We only briefly explain why this follows from our main theorems and from
arguments that appear in the literature.

IfM(S)G admits no field orderings (resp. admits a field ordering), thenM(S)G

(resp.M(S)G[
√
−1]) has cohomological dimension 2 by Theorem 6.2, so the in-

equality u(M(S)G) ≤ 4 follows from the arguments of [CTOP02, Theorem 3.4]
(resp. of [CTOP02, Theorem 4.4]) replacing the use of [CTOP02, Theorem 2.1]
(resp. of [CTOP02, Theorem 4.1]) with an application of Theorem 7.5.

As for the easier inequality u(M(S)G) ≥ 4, it can be proven by adapting the
arguments of the last paragraph of [Ben19, §6.4, Proof of Theorem 0.12]. □
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8. Applications to Serre’s conjecture II

Theorem 8.1. Let S be a connected normal Stein surface. Then the maximal
abelian extension M(S)ab of M(S) has cohomological dimension 1.

Proof. Set K := M(S). We work in a fixed algebraic closure K of K. By [Ser94,
II.3.1, Proposition 5], it suffices to prove that Br(F ) = 0 for any subfield F of K
that is a finite extension of Kab. By the last paragraph of the proof of [CTOP02,
Theorem 2.2] (or by the more elementary argument explained in [CTOP02, Re-
mark 2.2.1]), we may assume that F is Galois over K.

Fix η ∈ Br(F ). Then there exists a subfield L ⊂ F which is a finite Galois
extension of K and a class ηL ∈ Br(L) such that ηL induces η by restriction.
Let π : Ŝ → S be the analytic covering of connected normal Stein surfaces corre-
sponding to the field extension K ⊂ L in (1.1). The Galois group Γ := Gal(L/K)
acts on Ŝ by functoriality of (1.1). Define m := per(ηL) and N := m|Γ|.

Let a ∈ O(Ŝ) be a nonzerodivisor and let α ∈ H2(Ŝ \ {a = 0},Z/m) be a class
inducing ηL in (7.5). After replacing a with

∏
γ∈Γ γ

∗a, we may assume that the
divisor Ŝ′ := {a = 0} is Γ-invariant. By Proposition 4.15, there exist f ∈M(S)∗,
an alteration p : T → Ŝ with M(T ) =M(Ŝ)[f 1

N ], and a class β ∈ H2(T,Z/m)
such that p∗α = β|T \{a=0} in H2(T \ {a = 0}),Z/m).

By Corollary 4.17, the class β vanishes in restriction to the complement of some
nowhere dense closed analytic subset of T . It follows that there exists a nonzero-
divisor b ∈ O(T ) such that p∗α|T \{ab=0} vanishes in H2(T \ {ab = 0},Z/m). By
Corollary 7.2, the image of ηL in Br(M(T )) = Br(L[f 1

N ]) vanishes. As L[f 1
N ] ⊂ F ,

it follows that η = 0, as wanted. □

Theorem 8.2. Let S be a connected normal Stein surface. Let H be a simply
connected semisimple algebraic group over M(S). Then H1(M(S), H) = 0.

Proof. This follows from [CTGP04, Théorème 1.2 (v)], whose hypotheses are sat-
isfied by Theorems 6.3, 7.3 and 8.1. □

Theorem 8.3. Let S be a normal G-equivariant Stein surface with S/G con-
nected and SG discrete. Let H be a simply connected semisimple algebraic group
over M(S)G. Then H1(M(S)G, H) = 0.

Proof. There are finite extensions (Fi)i∈I of M(S)G and simply connected abso-
lutely almost simple algebraic groups Hi over Fi such that H =

∏
i∈I RFi/M(S)GHi

(see [CGP15, Proposition A.5.14]). Then H1(M(S)G, H) =
∏

i∈I H
1(Fi, Hi) by

Shapiro’s lemma [BS64, Corollaire 2.10]. As the Fi are of the same nature asM(S)G

(see (1.2)), we are reduced to the case where H is absolutely almost simple. In this
case, any class in H1(M(S)G, H) is trivial over the degree 2 étale extensionM(S)
ofM(S)G by Theorem 8.2, hence is trivial by [Gil19, Corollaire 5.5.3] (which applies
because M(S)G has cohomological dimension 2, see Theorem 6.2). □

9. Applications to Hilbert’s 17th problem

IfX is a scheme on which 2 is invertible, we let {h} ∈ H1
ét(X,Z/2) be the image of

h ∈ O(X)∗ by the boundary map of the exact sequence 0→ Z/2→ Gm
2−→ Gm → 0

of étale sheaves on X. The next lemma is well-known (see [CT93, Lemma 1.2]).
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Lemma 9.1. Let F be a field of characteristic ̸= 2. Fix h ∈ F ∗. The following are
equivalent:

(i) the element h is a sum of 3 squares in F ;
(ii) the element −1 is a sum of 2 squares in F [

√
−h];

(iii) the quaternion algebra (−1− 1) splits over F [
√
−h];

(iv) the class {−1}2 ∈ H2
ét(Spec(F [

√
−h]),Z/2) vanishes.

Proof. If h ∈ F ∗ is a square, then −1 is a square in F [
√
−h] and all assertions are

true. Assume otherwise. Set x :=
√
−h. Suppose that h = a2 + b2 + c2 in F . Then

−1 = b2 + c2

a2 + x2 =
(ab+ xc

a2 + x2

)2
+

(ac− xb
a2 + x2

)2
.

This proves (i)⇒(ii). Conversely, assume that −1 = (a + bx)2 + (c + dx)2 with
a, b, c, d ∈ F . This implies that 1 + a2 + c2 = (b2 + d2) · f and ab+ cd = 0. Unless
b2 + d2 = 0 (in which case −1 = a2 + c2), one computes that

f = 1 + a2 + c2

b2 + d2 =
( b

b2 + d2

)2
+

( d

b2 + d2

)2
+

(ad− bc
b2 + d2

)2
.

As for the equivalences (ii)⇔(iii) and (iii)⇔(iv), see e.g. [GS17, Proposition 1.3.2]
and [GS17, Proposition 4.7.1]. □

Theorem 9.2. Let S be a normal G-equivariant Stein surface. Fix h ∈ O(S)G.
The following assertions are equivalent:

(i) there exists a closed discrete subset Σ ⊂ SG such that h ≥ 0 on SG \ Σ;
(ii) h is a sum of squares in M(S)G;

(iii) h is a sum of 3 squares in M(S)G.

Proof. We assume, as we may, that S/G is connected.
The implication (iii)⇒(ii) is obvious. To prove (ii)⇒(i), we claim that one can

take Σ := {x ∈ SG | x is a singular point of S} (it is discrete since S is normal
of dimension 2). To prove the claim, write h =

∑
i h

2
i in M(S)G. Let S′ ⊂ S

be the nowhere dense closed analytic subset along which one of the hi has poles.
Then h ≥ 0 on SG \ (S′)G. If x ∈ SG\Σ, then x belongs to the closure of SG\(S′)G

(by Lemma 1.1 applied to small neighborhoods of x), and hence h(x) ≥ 0.
We now prove (i)⇒(iii). We may suppose that h ̸= 0. Let p : T → S be the

G-equivariant analytic covering of normal Stein surfaces associated with the étale
M(S)G-algebra M(S)G[x]/⟨x2 + h⟩ (see (1.2)). Let ν : T̃ → T be a G-equivariant
resolution of singularities (see Proposition 4.6). The element x ∈ M(T )G belongs
to ÔT (T )G (in the notation of [GR84, 6, §4.1]) and hence to O(T )G because T is
normal. That h ≥ 0 on TG \ p−1(Σ) and h = −x2 implies that TG is included in
the nowhere dense analytic subset {h = 0} ∪ p−1(Σ) of T , and hence that T̃G = ∅
(see Lemma 1.1 (ii)). Theorem 5.7 yields an isomorphism

(9.1) colim
a

H2
ét(Spec(O(T )G[ 1

a ]),Z/2) ∼−→ colim
a

H2
G(T \ {a = 0},Z/2),

where a ∈ O(T )G runs over all nonzerodivisors. Consider the image α of the class
{−1}2 ∈ H2

ét(Spec(O(T )G),Z/2) in H2
G(T,Z/2). Define β := ν∗α ∈ H2

G(T̃ ,Z/2).
As T̃G = ∅, one has H3

G(T̃ ,Z(1)) = 0 by [Ben24a, Proposition 2.8]. It follows that β
lifts to a class in H2

G(T̃ ,Z(1)) and hence, by Proposition 4.16, that it vanishes in the
complement of a G-invariant nowhere dense closed analytic subset of T̃ . We deduce
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that α vanishes in H2
G(T \ {a = 0},Z/2) for some nonzerodivisor a ∈ O(T )G. It fol-

lows from (9.1) that {−1}2 vanishes inH2
ét(Spec(O(T )G[ 1

a ]),Z/2) for some (possibly
different) nonzerodivisor a ∈ O(T )G, hence a fortiori in H2

ét(Spec(M(T )G),Z/2).
To conclude, apply Lemma 9.1 (iv)⇒(i). □

The case of the function h = −1 is of particular interest.

Corollary 9.3. Let S be a normal G-equivariant Stein surface. The following
assertions are equivalent:

(i) the subset SG of S is discrete;
(ii) −1 is a sum of squares in M(S)G;

(iii) −1 is a sum of 2 squares in M(S)G.

Proof. Use Theorem 9.2 and note that if −1 is a sum of 3 squares in a field F , then
it is a sum of 2 squares in F (apply [Pfi67, Satz 4] or use Lemma 9.1 (i)⇒(ii)). □

Arguing as in the proof of [Ben23, Theorem 6.5], we obtain the following con-
sequence in real-analytic geometry. We follow the conventions of [GMT86] and
refer to [GMT86, II, Definition 1.4] for the definitions of real-analytic spaces and
real-analytic varieties.

Theorem 9.4. Let M be a normal real-analytic variety of pure dimension 2 and
fix h ∈ O(M). The following assertions are equivalent:

(i) h ≥ 0 on M ;
(ii) h is a sum of squares in M(M);

(iii) h is a sum of 3 squares in M(M).

Proof. By [GMT86, IV, Proposition 3.8], the real-analytic variety M is coherent,
hence a real-analytic space. By [GMT86, III, Theorems 3.6 and 3.10], there exist
a normal G-equivariant Stein surface S, and an isomorphism M ∼−→ SG of real-
analytic spaces such that M admits a basis of G-invariant Stein open neighborhoods
in S. By [GMT86, III, Proposition 1.8], one may replace S with one such neigh-
borhood in such a way that h extends to a holomorphic map h̃ : S → C. After
replacing h̃ with the function z 7→ (h̃(z) + h̃ ◦ σ(z))/2, we may assume that it is
G-equivariant. One may now apply Theorem 9.2 to the function h̃ to conclude. □
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