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Imaginaries and invariant types in existentially
closed valued differential fields

By Silvain Rideau at Berkeley

Abstract. We answer three related open questions about the model theory of valued
differential fields introduced by Scanlon. We show that they eliminate imaginaries in the ge-
ometric language introduced by Haskell, Hrushovski and Macpherson and that they have the
invariant extension property. These two results follow from an abstract criterion for the density
of definable types in enrichments of algebraically closed valued fields. Finally, we show that
this theory is metastable.

1. Introduction

In [18], Scanlon showed that the model theory of equicharacteristic zero fields equipped
with both a valuation and a contractive derivation (i.e. a derivation à such that for all x,
val.à.x// � val.x/) is reasonably tractable. Scanlon proved that the class of existentially
closed such differential valued differential fields, which we will denote by VDFEC , is ele-
mentary and he proved a quantifier elimination theorem for these structures. In this paper, we
wish to investigate further their model theoretic properties.

A theory is said to eliminate imaginaries if for every definable set D and every defin-
able equivalence relation E � D2, there exists an definable function f such that xEy if and
only if f .x/ D f .y/; in other words, a theory eliminates imaginaries if the category of defin-
able sets is closed under quotients. In [7], Haskell, Hrushovski and Macpherson proved that
algebraically closed valued fields (ACVF) do not eliminate imaginaries in any of the “usual”
languages, but it suffices to add certain collections of quotients, the geometric sorts, to obtain
elimination of imaginaries. By analogy with the fact that differentially closed fields of charac-
teristic zero (DCF0) have no more imaginaries than algebraically closed fields (ACF), it was
conjectured that VDFEC also eliminates imaginaries in the geometric language with a symbol
added for the derivation.

To prove their elimination results Haskell, Hrushovski and Macpherson developed the
theory of metastability, an attempt at formalizing the idea that, if we ignore the value group,
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algebraically closed valued fields behave in a very stable-like way (cf. Section 2.3 for pre-
cise definitions). Few examples of metastable theories are known, but VDFEC seemed like
a promising candidate. Once again, the analogy with differentially closed fields is tempting.
Among stable fields, algebraically closed fields are extremely well understood but are too tame
(they are strongly minimal) for any of the more subtle behavior of stability to appear. The the-
ory DCF0 of differentially closed fields in characteristic zero, on the other hand, is still quite
tame (it is !-stable) but some pathologies begin to show and, by studying DCF0, one gets a
better understanding of stability. The theory VDFEC could play a similar role with respect to
ACVF: it is a more complicated theory in which to experiment with metastability.

Nevertheless, it was quickly realized that the metastability of VDFEC was an open ques-
tion, one of the difficulties being to prove the invariant extension property. A theory has the
invariant extension property if, as in stable theories, every type over an algebraically closed
set A has a “nice” global extension: an extension which is preserved under all automorphisms
that fix A (Definition 2.10). In Theorem 2.14, we solve these three questions, by showing that
VDFEC eliminates imaginaries in the geometric language, has the invariant extension property
and is metastable over its value group.

Following the general idea of [12,14], elimination of imaginaries relative to the geometric
sorts is obtained as a consequence of the density of definable types over algebraically closed
parameters and of computing the canonical basis of definable types in VDFEC . This second
part of the problem is tackled in [17]. Moreover, the invariant extension property is also a
consequence of the density of definable types. One of the goals of this paper is, therefore, to
prove density of definable types in VDFEC : given anyA-definable setX in a model of VDFEC ,
we find a type in X which is definable over the algebraic closure of A.

Let Ldiv be the one-sorted language for ACVF and Là;div WD Ldiv [ ¹àº be the one-
sorted language for VDFEC , where à is a symbol for the derivation. It follows from quantifier
elimination in VDFEC that, to describe the Là;div-type of x (denoted p), it suffices to give
the Ldiv-type of à!.x/ WD .àn.x//n<! (denoted r!.p/). Moreover, p is consistent with X if
and only if r!.p/ is consistent with à!.X/. Note that r!.p/ is the pushforward of p by à!
restricted to Ldiv and, thus, r!.p/ is definable if and only if p is. Therefore it is enough to
find a “generic” definable Ldiv-type q consistent with à!.X/.

A definable Ldiv-type is a consistent collection of definable �-types where � is a fi-
nite set of Ldiv-formulas and so we can ultimately reduce to finding, for any such finite �, a
“generic” definable�-type consistent with some Là;div.M/-definable set (see Proposition 9.5).
It follows that most of the preparatory work in Sections 6–9 will focus on understanding �-
types for finite � in ACVF.

An example of this convoluted back and forth between two languages Ldiv and Là;div is
underlying the proof of elimination of imaginaries in DCF0; in that case the back and forth is
between the language of rings and the language of differential rings, although, in the classical
proof, it may not appear clearly. Take any set X definable in DCF0, let Xn WD àn.X/ where
àn.x/ WD .ài .x//0�i�n and let Yn be the Zariski closure of Xn. Now, choose a consistent
sequence .pn/n<! of ACF-types such that pn has maximal Morley rank in Yn. Because ACF
is stable, all the pn are definable and, by elimination of imaginaries in ACF, they already have
canonical bases in the field itself. Then the complete type of points x such that àn.x/ ˆ pn is
also definable, it has a canonical basis of field points, and it is obviously consistent with X .

In ACVF, we cannot use the Zariski closure because we also need to take into account
valuative inequalities. But the balls in ACVF are combinatorially well-behaved and we can
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approximate sets definable in VDFEC by finite fibrations of balls over lower dimensional sets:
cells in theC -minimal setting (see Section 9). BecauseC -minimality is really the core property
of ACVF which we are using, the results presented here generalize naturally to any C -minimal
extension of ACVF. We hope it might lead in the future to a proof that VDFEC with analytic
structure has the invariant extension property and has no more imaginaries than ACVF with
analytic structure (denoted ACVFA) which is C -minimal. Note that we have no concrete idea
of what those analytic imaginaries might be (see [9]).

The paper is organized as follows. The first part (Sections 2–5) contains model theoretic
considerations about VDFEC . In Section 2, we give some background and state Theorem 2.14,
our main new theorem about VDFEC whose proof uses most of what appears later in the paper.
Section 3 explores the properties of an analog of prolongations on the type space. In Section 4,
we study the definable and algebraic closures. Finally, in Section 5, we prove that metastability
bases exist in VDFEC .

The second part (Sections 6–10) contains the proof of Theorem 9.7, an abstract criterion
for the density of definable types. In Section 6 we study certain “generic” �-types, for �
finite, in a C -minimal expansion T of ACVF (see Definition 6.11). In Section 7, we introduce
the notion of quantifiable types and we show that the previously defined “generic” types are
quantifiable. In Section 8, we consider definable families of functions into the value group, in
ACVF and ACVFA. We show that their germs are internal to the value group. In Section 9, we
put everything together to prove Theorem 9.7. Finally, in Section 10, we use this density result
to give a criterion for elimination of imaginaries and the invariant extension property.

Appendix A contains improvements of known results on stable embeddedness in pairs of
valued fields which are used in order to apply the results of [17].

2. Background and main results

Whenever X is a definable set (or a union of definable sets) and A is a set of parameters,
X.A/ will denote X \A. Usually in this notation there is an implicit definable closure, but we
want to avoid that here because more often than not there will be multiple languages around.
Similarly, if S is a set of definable sorts, we will write S.A/ for

S
S2S S.A/. The symbol �

will denote strict inclusion.
For all the definitions concerning stability or the independence property, we refer the

reader to [20].

2.1. Valued differential fields. We will mostly study equicharacteristic zero valued
fields in the leading term language. It consists of three sorts K, RV and � , maps rv W K! RV

and valRV W RV ! � , the ordered group language on � and the ring language on RV and K.
The group structure will be denoted multiplicatively on RV and additively on � .

A valued field .K; val/ has a canonical LRV -structure given by interpreting � as its
value group and RV as .K=.1 CM// where M denotes the maximal ideal of the valuation
ring O � K. The map rv is interpreted as the canonical projection K ! RV . The func-
tion � on RV is interpreted as its (semi-)group structure. We have a short exact sequence
1 ! k? ! RV?

! � ! 0 where k WD O=M is the residue field. The function C is in-
terpreted as the function induced by the addition on the fibres RV  WD val�1RV ./ [ ¹0º (and
for all x, y 2 RV such that valRV .x/ < valRV .y/, we define x C y D y C x D x). Note
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that .RV  ;C; �/ is a one-dimensional k-vector space and that RV 0 D k. Although valRV .0/

is usually denoted by C1 ¤  , we consider that 0 lies in each RV  . In fact, it is the identity
of the group .RV  ;C/.

The valued fields we consider are also endowed with a derivation à such that for all
x 2 K, val.à.x// � val.x/. Such a derivation is called contractive. We denote by LRV

à the
language LRV enriched with two new symbols à W K! K and àRV W RV ! RV . In a valued
differential field with a contractive derivation, we interpret à as the derivation and àRV as the
function induced by à on each RV  . This function àRV turns RV  into a differential k-vector
space and for any x, y 2 RV , we have àRV .x � y/ D àRV .x/ � y C x � àRV .y/. We denote by
Là;RV the restriction of LRV

à to the sorts RV and � .
Let àn.x/ denote .x; à.x/; : : : ; àn.x// and let à!.x/ denote .ài .x//i2N .

Definition 2.1 (à-Henselian). Let .K; val; à/ be a valued differential field. The fieldK is
à-Henselian if for all P 2 O.K/¹Xº WD O.K=X .i/ W i 2 N/ and a 2 O.K/, if val.P.a// > 0
and mini¹val. ààX.i/P.a//ºD 0, then there exists c 2O such that P.c/D 0 and res.c/D res.a/.

Definition 2.2 (Enough constants). Let .K; val; à/ be a valued differential field. We say
that K has enough constants if val.CK/ D val.K/ where CK WD ¹x 2 K W à.x/ D 0º denotes
the field of constants.

Let Ldiv be the one-sorted language for valued fields. It consists of the ring language
enriched with a predicate xjy interpreted as val.x/ � val.y/. Let Là;div WD Ldiv [ ¹àº and
VDFEC be the Là;div-theory of valued fields with a contractive derivation which are à-Hensel-
ian with enough constants, such that the residue field is differentially closed of characteristic
zero and the value group is divisible.

Example 2.3. Let .k; à/ ˆ DCF0 and let � be a divisible ordered Abelian group. We
endow the Hahn fieldK D k..t�// of power series

P
2� a t

 with well-ordered support and
coefficients in k, with the derivation

à
�X
2�

a t

�
WD

X
2�

à.a /t :

Then .K; val; à/ ˆ VDFEC .

As in the case of ACVF, VDFEC can also be considered in the one-sorted, two-sorted,
three-sorted languages and the leading term language which are enrichments of the valued field
versions with symbols for the derivation. Recall that an L-definable set D in some L-theory
T is said to be stably embedded if, for all M ˆ T and all L.M/-definable sets X , X \D is
L.D.M//-definable.

Theorem 2.4 ([18, 19]). (i) The theory VDFEC eliminates quantifiers and is com-
plete in the one-sorted language, the two-sorted language, the three-sorted language and
the leading term language.

(ii) The value group � is stably embedded. It is a pure divisible ordered Abelian group.

(iii) The residue field k is stably embedded. It is a pure model of DCF0.
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Proof. By [18, Theorem 7.1] we have field quantifier elimination in the three-sorted
language. The stable embeddedness and purity results for k and � follow (see, for example,
[16, Remark A.10.2]). Now, the theory induced on k and � are, respectively, differentially
closed fields and divisible ordered Abelian groups. Both of these theories eliminate quantifiers.
Quantifier elimination in the three-sorted language follows and so does qualifier elimination in
the one-sorted and two-sorted languages.

As for the leading term structure, by [19, Corollary 5.8 and Theorem 6.3], VDFEC elim-
inates quantifiers relative to RV . Hence one can easily check that RV is stably embedded and
it is a pure Là;RV -structure. Quantifier elimination for VDFEC in the leading term language
now follows from quantifier elimination for the structure induced on RV which we prove in
the following lemma.

Lemma 2.5. Let TRV be the Là;RV -theory of short exact sequences of Abelian groups
1! k? ! RV?

! � ! 0 such that k ˆ DCF0, for all  2 � , .RV  ;C; �; à/ is a differential
k-vector space, for all x, y 2 RV , à.x � y/ D à.x/ � y C x � à.y/, and � is a divisible ordered
Abelian group. Then T eliminates quantifiers.

Proof. If suffices to prove that for anyM;N ˆ TRV such thatN is jM jC-saturated and
for any partial isomorphism f WM ! N , there exists an isomorphism g WM ! N extending
f defined on all of M .

Let A be the domain of f . We construct the extension step by step. By quantifier elim-
ination in divisible ordered Abelian groups, there exists g W �.M/ ! �.N / defined on all of
�.M/ and extending f j� . It is easy to see that f [ g is a partial isomorphism. So we may
assume that �.A/ D �.M/. We may also assume that A is closed under inverses: for any
a; b 2 RV .A/, we define g.a�1 � b/ WD f .a/�1 � f .b/. Then g [ f is a partial isomorphism.
Finally, By elimination of quantifiers in DCF0, and saturation of N , f jk can be extended to
h W k.M/ ! k.N /. Now define g.� � a/ D h.�/ � f .a/ for all � 2 k and a 2 A. As A
is closed under inverse, this is well-defined and one can check that f [ g is indeed a partial
isomorphism. So we may assume that k.M/ � A.

Let a 2 M and  D valRV .a/. If a … A, then RV  .A/ D ;. Pick any c 2 RV?
 .M/.

We have à.c/ D � � c for some � 2 k.M/. We want to find � ¤ 0 such that à.� � c/ D 0, i.e.
à.�/ �cC�� �c D 0 and equivalently, à.�/C�� D 0. But this equation has a solution in k.M/

as it is differentially closed. Thus, we may assume that à.c/ D 0. If there exist an n 2 N>0

such that cn 2 A, let n0 be the minimal such n; if such an n does not exist, let n0 D 0. In both
cases, let b 2 RVf ./.N / be such that à.b/ D 0 and bn0 D f .cn0/.

Now, for all a 2 RV .A/ and n 2 N, define g.a � cn/ D f .a/ � bn. It is easy to check
that g [ f is a partial isomorphism. Applying this last construction repetitively, we obtain a
morphism g WM ! N .

Remark 2.6. If M ˆ VDFEC , then K.M/ and CK.M/ are algebraically closed, but
K.M/ is not differentially closed. In fact, the set ¹x 2 K.M/ W 9y; à.y/ D xyº defines the
valuation ring.

2.2. Elimination of imaginaries. Let us now recall some facts about elimination of
imaginaries. A more thorough introduction can be found in [15, Sections 16.4 and 16.5]. An
imaginary is a point in an interpretable set or equivalently a class of a definable equivalence
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relation. To every theory T we can associate a theory T eq obtained by adding all the imaginar-
ies. More precisely a new sort and a new function symbol are added for every ;-interpretable
set and they are interpreted, respectively, as the interpretable set itself and the canonical pro-
jection to the interpretable set. A model of T eq is usually denoted by M eq. We write dcleq and
acleq to denote the definable and algebraic closure in M eq, respectively.

We will also need to speak of the imaginaries internal to some ?-definable set.

Definition 2.7. Let N an L-structure and x a (potentially infinite) tuple of variables.
Let P be a set of L-formulas with variables x. The set

P.N/ WD
®
m 2 N x

W 8� 2 P; N ˆ �.m/
¯

is said to be .L; x/-definable. We say that an .L; ?/-definable set is strict .L; ?/-definable if
the projection on any finite subset of x is L-definable. If we do not want to specify x (resp. L),
we will simply say that a set is .L; ?/-definable (resp. ?-definable).

IfX is an .L.A/; ?/-definable set for some set of parametersA, thenX can be considered
as a structure with one predicate for each L.A/-definable subset of some Cartesian power
of X . Then X eq will denote the imaginary structure on X , which can be seen as an .L.A/; ?/-
definable subset of M eq. We might have to specify for which language the induced structure is
considered, in which case, we will write X eq

L
.

To every set X definable (with parameters in some model M of T ), we can associate
the set pXq � M eq which is the smallest definably closed set of parameters over which X is
defined. We usually call pXq the code or canonical parameter of X .

Let T be a theory in a language L and R a set of L-sorts. The theory T eliminates
imaginaries up to R if every set X definable with parameters is in fact definable over R.pXq/;
we say that X is coded in R. If every X is only definable over R.acleq.pXq//, we say that
T weakly eliminates imaginaries. A theory eliminates imaginaries up to R if and only if it
weakly eliminates imaginaries up to R and every finite set from the sorts R is coded in R.

In [7], Haskell, Hrushovski and Macpherson introduced the geometric language LG . It
consists of a sort K for the valued field and, for all n 2 N, the sorts Sn D GLn.K/=GLn.O/
and the sorts Tn D GLn.K/=GLn;n.O/ where GLn;n.O/ � GLn.O/ consists of the matrices
which are congruent modulo the maximal ideal M to the matrix whose last column contains
only zeros except for a one on the diagonal. The language also contains the ring language on K

and the canonical projections onto Sn and Tn. We will denote by G the sorts of the geometric
language. Note that S1 is exactly the value group, and the canonical projection from K? onto
S1 is the valuation.

The main “raison d’être” of this geometric language is the following theorem.

Theorem 2.8 ([7, Theorem 1.0.1]). The theory ACVFG of algebraically closed valued
fields in the geometric language eliminates imaginaries.

2.3. Metastability. Let T be a theory, M ˆ T sufficiently saturated and A � M . The
set X is stable stably embedded if it is stably embedded and the L.A/-induced structure on
X is stable. We denote by StLA the structure whose sorts are the stable stably embedded sets
which are L.A/-definable, equipped with their L.A/-induced structure. We will denote by #L

C

forking independence in StLC . When it is not necessary, we will not specify L.
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Definition 2.9 (Stable domination). LetM be an L-structure, C �M , f an .L.C /; ?/-
definable map to StC and p 2 S.C /. We say that p is stably dominated via f if for every
a ˆ p and B �M such that StC .dcl.CB// #C f .a/,

tp.B=Cf .a// ` tp.B=Ca/:

We say that p is stably dominated if it is stably dominated via some map f . It is then
stably dominated via any map enumerating StC .dcl.Ca//.

Definition 2.10 (Invariant extension property). Let T be an L-theory that eliminates
imaginaries, A � M for some M ˆ T . We say that T has the invariant extension property
over A if, for all N ˆ T , every type p 2 S.A/ can be extended to an Aut.N=A/-invariant
type.

We say that T has the invariant extension property if T has invariant extensions over any
A D acl.A/ �M ˆ T .

Definition 2.11 (Metastability). Let T be a theory and � an ;-definable stably embed-
ded set. We say that T is metastable over � if

(i) the theory T has the invariant extension property;

(ii) for all A � M , there exists C � M containing A such that for all tuples a 2 M ,
tp.a=C�.dcl.Ca/// is stably dominated. Such a C is called a metastability basis.

In [8], Haskell, Hrushovski and Macpherson showed that ACVF is metastable over its
valued group and that maximally complete fields are metastability bases. Recall that a valued
field .K; val/ is maximally complete if every chain of balls contains a point or equivalently
every pseudo-Cauchy sequence from K (a sequence .x˛/˛2� such that for all ˛ < ˇ <  ,
val.x � xˇ / > val.xˇ � x˛/) has a pseudo-limit in K (a point a 2 K such that for all ˛ < ˇ,
val.a � xˇ / > val.a � x˛/).

To finish this section, let us introduce two other kinds of types which coincide with stably
dominated types in NIP metastable theories.

Definition 2.12 (Generic stability). Let M be some NIP L-structure and p 2 S.M/.
The type p is said to be generically stable if it is L.M/-definable and finitely satisfiable in
some (small) N 4M .

Definition 2.13 (Orthogonality to � ). Let M ˆ T be sufficiently saturated, C � M ,
� be an L-definable set and p 2 S.M/ be an Aut.M=C/-invariant type. The type p is said to
be orthogonal to � if for all B �M containing A and a ˆ pjB , �.dcl.Ba// D �.dcl.B//.

2.4. New results about VDFEC . Let LG
à be the language LG enriched with a symbol

for the derivation à W K ! K and let VDFG
EC

be the LG
à -theory of models of VDFEC . The

goal of this paper is to prove the following theorem.

Theorem 2.14. The theory VDFG
EC

eliminates imaginaries, has the invariant extension
property and is metastable. Moreover, over algebraically closed sets of parameters, definable
types are dense.
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By density of definable types, we mean that every definable set X is consistent with a
global LG

à .acleq.pXq//-definable type p.

Proof. The density of definable types is proved in Corollary 9.9. Elimination of imagi-
naries and the invariant extension property are proved in Corollary 10.4. Finally, the existence
of metastability bases is proved in Corollary 5.3

At the very end of [8], an incorrect proof of the metastability of VDFEC (in particular, of
the invariant extension property) is sketched. Because it overlooks major difficulties inherent
to the proof of the invariant extension property, there is no easy way to fix this proof; new
techniques had to be developed.

3. Prolongation of the type space

The goal of this section is to study the relation between types in VDFEC and types in
ACVF. This construction plays a fundamental role in the rest of this paper. However, in the
proof of Theorem 9.7, it appears in a more abstract setting.

For all x 2 K or x 2 RV , let à!.x/ denote .ànRV .x//n2N . If x 2 � , let à!.x/ denote
.x/n2N . If x is a tuple of variables, we denote by x1 the tuple .x.i//i2N where each x.i/ is
sorted like x. Let M ˆ VDFEC be sufficiently saturated and A � M be a substructure. We
write SL

x .A/ for the space of complete L-types over A in the variable x.

Definition 3.1. Let A � K [ � [ RV . We define r! W SLRV
à

x .A/ ! SLRV

x1
.A/ to be

the map which sends a complete type p to the complete type

r!.p/ WD
®
�.x1; a/ W � is an LRV -formula and �.à!.x/; a/ 2 p

¯
:

Proposition 3.2. The functionr! is a homeomorphism onto its image (which is closed).

Proof. As SLRV
à

x .A/ is compact and SLRV

x1
.A/ is Hausdorff, it suffices to show that r!

is continuous and injective. Let us first show continuity. Let U D h�.x1; a/i � SLRV

x1
.A/.

Then
r
�1
! .U / D h�.à!.x/; a/i � SLRV

à
x .A/:

As for r! being injective, let p and q 2 SLRV
à

x .A/ and let �.x; a/ be an LRV
à -formula in

p n q. By quantifier elimination, we can assume that � is of the form �.à!.x/; a/ for some
LRV -formula � . Then �.x1; a/ 2 r!.p/ n r!.q/.

We will now look at how r! and its inverse behave with respect to various properties
of types. Transferring certain properties actually presents real challenges: proving Proposi-
tions 3.3 and 3.4 required the development of [17]. Note that in [17] the variables of the type p
are in K, the same proof applies if the variables are in K, RV and � (we have to use elimination
of quantifiers in LRV

à instead).
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Proposition 3.3 ([17, Corollary 3.3]). Let p 2 SLRV
à .M/. Assume A D acleq

LRV
à
.A/.

The following are equivalent:

(i) p is L
RV ;eq
à .A/-definable.

(ii) r!.p/ is LG .G .A//-definable.

(iii) p is LG
à .G .A//-definable.

Proposition 3.4 ([17, Corollary 3.5]). Let p 2 SLRV
à .M/. Assume A D acleq

LRV
à
.A/.

The following are equivalent:

(i) p is Aut
L

RV ;eq
à

.M=A/-invariant.

(ii) r!.p/ is AutLG .M=G .A//-invariant.

(iii) p is AutLG
à
.M=G .A//-invariant.

Proposition 3.5. Let p 2 Px.A/. Let f be an .LG .A/; ?/-definable map defined on p,
and D the image of f . Assume that A � K [ � [RV , p is stably dominated via f and that

D
eq
LRV .acleq

LRV
à
.A// D D

eq
LRV .acleq

LRV .A//:

Then r�1! .p/ is also stably dominated (via f ı à!).

Proof. We will need the following result.

Claim 3.6. Let D be LG .M/-definable. If D is stable and stably embedded in ACVF,
then it is also stable and stably embedded in VDFEC .

Proof. It follows from [7, Lemma 2.6.2 and Remark 2.6.3] that D � dclLG .E [ k/ for
some finite E � D. Because k also eliminates imaginaries, is stable and stably embedded in
VDFEC , it immediately follows that D is stably embedded and stable in VDFEC too.

Now let c ˆ r�1! .p/ and B � K be such that

St
LRV
à

A .dclLRV
à
.AB// #

LRV
à

A f .à!.c//:

By hypothesis,
D

eq
LRV .acleq

LRV
à
.A// D D

eq
LRV .acleq

LRV .A//;

and hence
StL

RV

A .dclLRV .Aà!.B/// #LRV

A f .à!.c//:

Since à!.c/ ˆ p and p is stably dominated via f , we have

tpLRV
à
.B=Af .à!.c/// ` tpLRV .à!.B/=Af .à!.c///

` tpLRV .à!.B/=Aà!.c//
` tpLRV

à
.B=Ac/:

The last implication comes from the fact that r! is one-to-one on the space of types.
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Proposition 3.7. Let M ˆ VDFEC be sufficiently saturated and homogeneous and
p 2 SLG

à
x .M/ be AutLG

à
.M=A/-invariant for some A �M . The following are equivalent:

(i) p is stably dominated.

(ii) p is generically stable.

(iii) p is orthogonal to � .

(iv) r!.p/ is stably dominated.

(v) r!.p/ is generically stable.

(vi) r!.p/ is orthogonal to � .

Proof. Since r!.p/ is an ACVF-type. The equivalence of (iv), (v) and (vi) is proved
in [13, Proposition 2.8.1]. Actually, the implications (i)) (ii)) (iii) hold in any NIP theory
where � is ordered.

We proved in Proposition 3.5 that (iv) implies (i). Let us now prove that (iii) implies (iv).
By Proposition 3.3, r!.p/ is AutLG .M=C/-invariant for some C �M . We may assume that
C ˆ VDFEC and C is maximally complete. Let c ˆ pjC . As p is orthogonal to � , we have

�.C / � �.dclLRV .Cc// � �.dclLRV
à
.Cc// D �.C /:

As C is maximally complete, we have tpLdiv
.à!.c/=C�.dclLRV .Cc/// is stably dominated

(see [8, Theorem 12.18 (ii)]). But

tpLdiv
.à!.c/=C�.dclLRV .Cc/// D tpLdiv

.à!.c/=C / D r!.p/jC

and hence r!.p/ is also stably dominated.

4. Definable and algebraic closure in VDFEC

In this section, we investigate the definable and algebraic closures in VDFEC . We show
that they are not as simple as one might hope. In DCF0, the definable closure of a is exactly
the field generated by à!.a/. In VDFEC , we have, at least, to take into account the Henselian-
ization, but we show that the definable closure (in the field sort) of a new field element a can
be even larger than the Henselianization of the field generated by à!.a/. This fact was already
known to Ehud Hrushovski and Thomas Scanlon but was never written down. However, we
also show that the � , k and RV points of the definable closure (resp. algebraic closure) are
exactly what one would expect: the ACVF definable closure (resp. algebraic closure) of the
differential structure generated by the parameters.

We will, again, work in the leading term language and all the sets of parameters that
appear in this section will live in the sorts K[� [RV . We denote by hAià (resp. hAi�1;à) the
LRV
à -structure generated by A (resp. the closure of A under both LRV

à -terms and inverses).

Proposition 4.1. Let M ˆ VDFEC be sufficiently saturated. For all C � M , there
exists A �M , such that C � A and

K.dclLRV .hAià// D K.hAi�1;à/
h
� K.dclLà;div.A//:

In fact, there exists a 2 K.dclLà;div.A// which is transcendental over hAià. In particular, we
also have a … aclLRV .hAià/.
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We show that certain differential equations which have infinitely many solutions in dif-
ferentially closed fields have only one solution in models of VDFEC . We then show that this
unique solution is not algebraic over the parameters.

Proof. Let P.X/ 2 O.M/¹Xº, a 2 O.M/, � 2M.M/ and Qa.x/ D x � aC �P.x/.
Then Qa has a unique zero in M . Indeed

val.Qa.a// > 0;

val
� àQa
àX .0/

.a/
�
D val.1/ D 0;

val
� àQa
àX .i/

.a/
�
D val.�/C val

� àP
àXi

.a/
�
> 0:

Hence � -Henselianity applies and Qa has at least one zero.
If Qa.x/ D Qa.y/ D 0, then res.x/ D res.a/ D res.y/. Let � WD x � y. We have

Qa.y/ D x C � � aC �P.x C �/

D x C � � �
�X
I

PI .a/�
I
�
D �C �

� X
jI j>0

PI .a/�
I
�
:

But, if � ¤ 0, then val.�PI .a/�I / > jI j val.�/ � val.�/ and val.Qa.y// D val.�/ ¤ 1, a
contradiction. Hence the equation Qa.x/ D 0 has a unique solution in M .

Let us now show that, if a and P are chosen correctly, the solution to this equation is
not algebraic. We may assume that C D dclLRV .K.C //. Let k be a differential field, and
Qa 2 k differentially transcendental. Let us equip kŒŒ��� with the usual contractive derivation
(cf. Example 2.3). We embed kŒŒ��� in M so that k and k.C / are independent and K.C /.�/ is
a transcendental ramified extension of K.C /. To avoid any confusion, let us denote by a the
image of Qa by the embedding of k into kŒŒ��� and into M . One can check that for all n 2 N,

res.K.C /.�; àn.a/// D k.C /.àn. Qa//:

Let us now try to solve x � a � �à.x/ D 0 in kŒŒ���. Let x D
P
xi�

i where xi 2 k. The
equation can then be rewritten asX

xi�
i
D a�0 C

X
à.xi /�iC1:

Hence x0 D a and xiC1 D à.xi / D àiC1.a/. If

x 2 hC; a; �i�1;à
alg
;

then for some n 2 N, we must have

x 2 K.C /.àn.a/; �/
alg
:

Any automorphism of � W k [ k.C / fixing k.C / can be lifted into an automorphism of
kŒŒ��� [ C fixing C and sending

P
xi�

i 2 kŒŒ��� to
P
�.xi /�

i . Because ànC1. Qa/ is tran-
scendental over k.C /.àn. Qa//, it follows that x has an infinite orbit over A D K.C /.àn.a/; �/.
Therefore x 2 dclLRV

à
.A/ n A

alg
.
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Let us now consider what happens for � and k.

Proposition 4.2. Let M ˆ VDFEC and A �M . Then

�.dclLRV
à
.A// D �.aclLRV

à
.A// D Q˝ �.hAi�1;à/;

k.dclLRV
à
.A// D k.hAi�1;à/; k.aclLRV

à
.A// D k.hAi�1;à/

alg
:

Proof. Let us first show that �.aclLRV
à
.A// D Q˝val.hAi�1;à/. By quantifier elimina-

tion in the leading term language, any formula with variables in � and parameters in A is of the
form �.x; a/ where a 2 �.hAià/ (note that this is a stronger result than stable embeddedness
of � as we have strong control over the new parameters). In particular, any  2 �.M/ alge-
braic over A is algebraic over �.hAià/, in � which is a pure divisible ordered Abelian group.
It follows immediately that  2 Q ˝ �.hAi�1;à/. Finally, as Q ˝ val.hAi�1;à/ is rigid over
val.hAi�1;à/ � �.dclLRV

à
.A//, the equality �.dclLRV

à
.A// D �.aclLRV

à
.A// also holds.

As for the results concerning k, they are proved similarly. Indeed, any formula with
variables in k and parameters in A is of the form �.x; a/ where a 2 k.hAi�1;à/ is a tuple.
The proof of this fact requires a little more work than for � because formulas of the formP
i2I aix

i D 0 where ai 2 RV .hAi�1;à/ are not immediately seen to be of the right form.
But we may assume that all ai have the same valuation (as only the monomials with minimal
valuation are relevant to this equation). Hence, this formula is equivalent to

P
i2I aia

�1
i0
xi D 0

which is of the right form.
The results now follow from the fact that in DCF0 the definable closure is just the differ-

ential field generated by the parameters and the algebraic closure is its field theoretic algebraic
closure.

Proposition 4.3. For all M ˆ VDFEC and A �M ,

RV .dclLRV
à
.A// D RV .hAi�1;à/ and RV .aclLRV

à
.A// D RV .aclLRV .hAià//:

Proof. Let QA WD .RV [ �/.hAi�1;à/. By quantifier elimination for VDFEC in the
leading term language, any formula with variables in RV and parameters in A is of the form
�.x; a/ where a 2 QA is a tuple. In particular,

RV .dclLRV
à
.A// D RV .dclLRV

à
. QA// and RV .aclLRV

à
.A// D RV .aclLRV

à
. QA//:

Claim 4.4. For all  2 � nQ˝ valRV .RV . QA//,

RV  .aclLRV
à
. QA// D ;:

Proof. Pick any .di /i2N 2 k such that dnmn D dm and à.dm/ D 0 for all m and n 2 N.
Let us write � D .Q˝ �. QA//

L
i2I Qi where one of the i is  . Define a group morphism

� W � ! k.M/ sending all of Q˝�. QA/ and all i ¤  to 0 and p=q � to dpq . For all x 2 RV ,
we now define �.x/ D �.valRV .x// � x. It is easy to check that � is an Là;RV -automorphism
of RV and that � fixes QA.

On the fibre RV  , � sends x to d1 � x. It immediately follows that, because we have
infinitely many choices for d1 (as Ck is algebraically closed), the AutLà;RV

.RV= QA/-orbit of x
is infinite. Thus RV  .dclLRV

à
. QA// D RV  .aclLRV

à
. QA// D ;.
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Claim 4.5. For all  2 Q˝ valRV .RV . QA// n valRV .RV . QA//,

RV  .dclLRV
à
. QA// D ; and RV  .aclLRV . QA// ¤ ;:

Proof. Let n be minimal such that ı D n 2 valRV .RV . QA//. Taking di as above, with
d1 D 1, and defining � such that �.p=q � / D dpq , we obtain an LRV

à -automorphism � which
fixes QA and acts on RV  by multiplying by dn. As there are n choices for dn, we obtain that
RV  .dclLRV

à
. QA// D ;.

Now, let us show that RV  .aclLRV . QA// ¤ ;. Let c 2 RV  . We have valRV .c
n/ D n

and there exists � 2 k such that � � cn 2 QA. Let � 2 k be such that �n D � and let a D � � c.
Then an D � � cn 2 QA. As, the kernel of x 7! xn is finite, we have a 2 aclLRV . QA/.

Let c 2 RV .dclLRV
à
. QA//. By Claims 4.4 and 4.5, valRV .c/ D valRV .a/ for some a 2 QA.

It follows that c � a�1 2 k.dclLRV
à
. QA//, which, by Proposition 4.2 is equal to k. QA/. Hence

c D .c � a�1/ � a 2 RV . QA/. If c 2 RV .aclLRV
à
. QA//, then, again by Claims 4.4 and 4.5,

valRV .c/ D valRV .a/ for some a 2 aclLRV . QA/. Then

c � a�1 2 k.aclLRV
à
. QA// D k.aclLRV . QA//:

Concerning the definable closure and algebraic closure in the sort K, although the situa-
tion is not ideal, we nevertheless have some control over it:

Corollary 4.6. LetM ˆ VDFEC andA � K.M/, then K.aclLRV
à
.A// is an immediate

extension of K.hAi�1;à/
alg

.

Proof. By Proposition 4.2, we have

val.K.aclLRV
à
.A/// � val.K.hAi�1;à/

alg
/;

res.K.aclLRV
à
.A/// � res.K.hAi�1;à/

alg
/:

Corollary 4.7. Let M ˆ VDFEC and A � K.M/. Then K.dclLRV
à
.A// is an immedi-

ate extension of K.hAi�1;à/.

Proof. Let

L WD K.dclLRV
à
.A// and F WD K.hAi�1;à/

h
:

By Proposition 4.2, we have res.L/ � res.F / and val.L/ � Q ˝ val.F /. Let c 2 L. We
already know that val.c/ 2 Q ˝ val.F /. Let n be minimal such that n � val.c/ D val.a/ for
some a 2 F . Let us show that n D 1. We have res.ac�n/ 2 res.L/ D res.F /, so we can find
u 2 F such that res.ac�n/ D res.u/. As Lmust be Henselian (indeed L

h
D dclLdiv.L/ D L),

we can find v 2 L such that vn D ac�nu�1, i.e. .cv/n D au�1 2 F . Hence we may assume
that cn itself is in F .

Derivations have a unique extension to algebraic extensions and, as F is Henselian, the
valuation also has a unique extension to the algebraic closure. It follows that any algebraic
conjugate of c is also an Là;div-conjugate of c. As K.M/ is algebraically closed, it contains
non-trivial n-th roots of the unit. It follows that we must have n D 1.
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We have just proved that K.dclLRV
à
.A// is an immediate extension of K.hAi�1;à/

h
and

hence of K.hAi�1;à/.

5. Metastability in VDFEC

In this section we prove that maximally complete models of VDFEC are metastability
bases. The main issue is that we can only prove Proposition 3.5 when we control the LRV -
algebraic closure of the parameters inside the stable part. Thus we cannot apply it blindly to
sets of the form C�.dclLG

à
.Cc//. However, in ACVF, we have a more precise description of

types over maximally complete fields:

Proposition 5.1 ([8, Remark 12.19]). LetM ˆ ACVF, C �M be maximally complete
and algebraically closed, a 2 K.M/ a tuple and H WD �.dclLRV .Ca//. Then tp.a=CH/ is
stably dominated via rv.C.a//, where rv.x/ is seen as an element of RV val.x/ � StCH .

It follows that, to prove the existence of metastability bases, we have to study the
LRV
à -algebraic closure in RV

eq
LRV . In Proposition 4.3, we showed that we have control over

the LRV
à -algebraic closure in RV , hence it suffices to prove that RV with its LRV -induced

structure eliminates imaginaries. As a matter of fact, we only need to prove elimination for the
LRV -structure induced on RVH D

S
2H RV  where each fibre is a distinct sort.

In [11], Hrushovski studies such structures. He shows in [11, Lemma 5.6] that they
eliminate imaginaries. Note that, as every RV  is one-dimensional, these structures have flags.

Proposition 5.2. Let M ˆ VDFEC , C � K.M/ be a maximally complete alge-
braically closed differential subfield and a 2 K.M/. Then tpLRV

à
.a=C�.dclLRV

à
.Ca/// is

stably dominated.

Proof. Let H WD �.dclLRV
à
.Ca//. By Proposition 5.1,

H D Q˝ �.hCai�1;à/ D �.dclLRV .Cà!.a///:

By Proposition 5.1, tpLRV .à!.a/=CH/ is stably dominated via rv.C.a// � RVH . Moreover,
by Proposition 4.3, we have

.RVH /
eq
LRV .acleq

LRV
à
.CH// D RVH .aclLRV

à
.CH// D RVH .aclLRV .CH//:

Proposition 3.5 now allows us to conclude that tpLRV
à
.a=CH/ is stably dominated.

Corollary 5.3. The theory VDFEC admits metastability bases.

Proof. By Proposition 5.2, we only have to show that any A � M ˆ VDFEC is con-
tained in a (small) maximally complete C � K.M/. As the sort K is dominant, we may
assume that A � K.A/. Taking any lifting in K of the points in A, we may assume that
A � dclLG

à
.K.A//. If K.A/ is not maximally complete, take .x˛/ to be a maximal pseudo-

convergent sequence with no pseudo-limit in K and such that the order-degree of the minimal
differential polynomialP pseudo-solved by .x˛/ is minimal among all such pseudo-convergent



Rideau, Imaginaries and invariant types in VDFEC 171

sequences. Then the extension by any root of P which is also a pseudo-limit a is immediate,
see [18, Proposition 7.32]. Iterating this last step as many times as necessary, we obtain an
immediate extension C of A which is maximally complete. Because K.C / is an Henselian
immediate extension of an algebraically closed field, it follows that K.C / is also algebraically
closed.

6. Types and uniform families of balls

Let L � Ldiv and T � ACVF be an L-theory that eliminates imaginaries. We assume
that T is C -minimal, i.e. every L-sort is the image of an L-definable map with domain some
Kn (we say that K is dominant) and for all M ˆ T , every L.M/-definable unary set X � K

is a Boolean combination of balls. For a more extensive introduction to C -minimal theories,
one can refer to [4].

In this section, we wish to make precise the idea that, in C -minimal theories, .n C 1/-
types can be viewed as generic types of balls parametrized by realizations of an n-type. This
is an obvious higher dimensional generalization of the unary notion of genericity in a ball (see
[7, Definition 2.3.4]). To do so, we introduce a class of �-types (see Definition 6.11) for � a
finite set of L-formulas that will play a central role in the rest of this text. We also show that at
the cost of enlarging �, we may assume that all types are of this specific form.

The points in K are closed balls of radiusC1 and K itself is an open ball of radius �1.

Definition 6.1 (BŒl� and B
Œl�
sr ). Let B be the set of all closed balls (potentially with radius

C1), PB the set of all open balls (potentially with radius �1) and B WD B [ PB. For l 2 N>0,
we define

BŒl� WD
®
B � B W jBj � l

¯
;

BŒl�sr WD
®
B 2 BŒl� W all the balls in B have the same radius and

they are either all open or all closed
¯
:

The index sr stands for “same radius”.

Notation 6.2. For all B 2 BŒl�, let S.B/ denote the set
S
b2B b, i.e. the set of valued

field points in the balls of B . Because the balls can be nested, S is not an injective function.
However, in each fibre of S there is a unique element with minimal cardinality, the one where
there is no intersection between the balls. We denote by B this section of S.

Points in B
Œl�
sr behave more or less like balls. For example if B1; B2 2 B

Œl�
sr are such that

S.B1/ � S.B2/, then either all the balls in B1 have smaller radius than the balls in B2 or if
they have equal radiuses, then the balls in B1 must be open and those in B2 must be closed.

Definition 6.3 (Generalized radius). Let B 2 B
Œl�
sr n ¹;º. We define the generalized

radius of B (denoted grad.B/) to be the pair .; 0/ when the balls in B are closed of radius 
and the pair .; 1/ when they are open of radius  . The set of generalized radiuses is ordered
lexicographically. We define the generalized radius of ; to be .C1; 1/, i.e. greater than any
generalized radius of non-empty B 2 B

Œl�
sr .
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Proposition 6.4. Let .Bi /i2I � B
Œl�
sr . Assume that there exists i0 such that the balls in

Bi0 have generalized radius greater or equal than all the other Bi . Then B.
T
i S.Bi // � Bi0 .

Moreover, there exists .ij /0<j�l 2 I such that
T
i S.Bi / D

Tl
jD0 S.Bij /.

Proof. For any b 2 Bi0 , if
T
i S.Bi / \ b ¤ ; then b �

T
i S.Bi /. It follows that\

i

S.Bi / D S
�°
b 2 Bi0 W b \

\
i

Bi ¤ ;
±�
:

Thus B.
T
i S.Bi // � Bi0 . Moreover, if

T
i S.Bi / \ b D ;, then there exists ib such that

b\S.Bib / D ; and
T
i S.Bi / can be obtained by intersecting Bi0 with the Bib of which there

are at most l .

Definition 6.5 (di .B1; B2/). Let b1; b2 2 B. When b1 \ b2 D ;, we define d.b1; b2/
to be val.x1 � x2/, where xi 2 bi , which does not depend on the choice of the xi . When
b1 \ b2 ¤ ;, we define d.b1; b2/ D min¹rad.b1/; rad.b2/º, where rad denotes the radius.

For all B1; B2 2 BŒl�, we define

D.B1; B2/ WD
®
d.b1; b2/ W b1 2 B1 and b2 2 B2

¯
:

Let us list the elements in D.B1; B2/ as d1 > d2 > � � � > dk . For all i � k, we define
di .B1; B2/ WD di .

When B1; B2 2 B
Œl�
sr , we also define d0.B1; B2/ WD min¹rad.B1/; rad.B2/º; it is equal to

d1.B1; B2/ when S.B1/\ S.B2/ ¤ ;. Later, for coding purposes, we might want di .B1; B2/
to be defined for all i � l2, in which case, for i > k, we set di .B1; B2/ D dk .

Let M ˆ T , F D .F�/�2ƒ be an L.M/-definable family of functions Kn ! B
Œl�
sr and

�.x; yI t / a finite set of L-formulas where x 2 Kn, y 2 K and t is a tuple of variables. To
simplify notation, we denote S.F�.x// by F S

�
.x/. We define ‰�;F .x; yI t; �/ to be the set for

formulas �.x; yI t / [ ¹y 2 F S
�
.x/ ^ � 2 ƒº.

Note that if n D 0, all of what we prove in this section and in Section 7 holds. It is, in
fact, much more straightforward because we are considering fixed balls instead of parametrized
balls.

Definition 6.6 (� adapted to F ). We say that� is adapted to F if for all p 2 S�x;y.M/,
�, .�i /0�i<l 2 ƒ.M/ and i � l2, p.x; y/ decides

(i) if F S
�
.x/ �

S
0�i<l F

S
�i
.x/ (resp. F�.x/ �

S
0�i<l F�i .x/), where� 2 ¹D;�º;

(ii) if F S
�
.x/ D F S

�1
.x/ \ F S

�2
.x/;

(iii) if the balls in F�.x/ are closed;

(iv) if rad.F�1.x// � di .F�1.x/; F�2.x// where� 2 ¹D;�º.

Moreover, we require that there exist �;, �K 2 ƒ such that for all x 2 Kn, F�;
.x/ D ; and

F�K
.x/ D ¹Kº.

Note that none of the above formulas actually depend on y so what is really relevant is
not p but the closed set induced by p in SL

x .M/. Until Proposition 6.14, let us assume that �
is adapted to F . Let p 2 S�x;y.M/.
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Definition 6.7 (Generic intersection). We say thatF is closed under generic intersection
over p if for all �1; �2 2 ƒ.M/, there exists � 2 ƒ.M/ such that

p.x; y/ ` F S
� .x/ D F

S
�1
.x/ \ F S

�2
.x/:

Let us assume, until Proposition 6.14, that F is closed under generic intersection over p.

Definition 6.8 (Generic irreducibility). For all � 2 ƒ.M/, we say that F� is generically
irreducible over p if for all � 2ƒ.M/, if p.x; y/` F�.x/� F�.x/ and p.x; y/` F�.x/¤;
then p.x; y/ ` F�.x/ D F�.x/.

We say that F is generically irreducible over p if for every � 2 ƒ.M/, F� is generically
irreducible over p.

Let us now show that generically irreducible families of balls behave nicely under generic
intersection.

Proposition 6.9. Let �1; �2 2 ƒ.M/ be such that F�1 and F�2 are generically irre-
ducible over p and p.x; y/ implies that the balls in F�1.x/ have smaller or equal generalized
radius than the balls in F�2.x/. Then either

p.x; y/ ` F S
�1
.x/ \ F S

�2
.x/ D ; or p.x; y/ ` F S

�1
.x/ \ F S

�2
.x/ D F S

�1
.x/:

Proof. Let .a; c/ ˆ p. By Proposition 6.4, we have B.F S
�1
.a/ \ F S

�2
.a// � F S

�1
.a/.

By generic intersection, there exists � such that p.x; y/ ` F S
� .x/ D F

S
�1
.x/ \ F S

�2
.x/. Then

F�.a/ � F�1.a/. Hence, if F�.a/ ¤ ;, then F�.a/ D F�1.a/.

Corollary 6.10. Assume p is L.M/-definable. Then

ƒp WD
®
� 2 ƒ W F� is generically irreducible over p

¯
is L.M/-definable and the L.M/-definable family .F�/�2ƒp is closed under generic intersec-
tion over p.

Proof. The definability of ƒp is a consequence of the definability of p. The closure of
.F�/�2ƒp under generic intersection follows from Proposition 6.9.

Until Proposition 6.14, let us also assume that F is generically irreducible over p.

Definition 6.11 (Generic type of E over p). Let E � ƒ.M/. We define ˛E=p.x; y/,
the .�; F /-generic type of E over p, to be the following ‰�;F -type over M :

p.x; y/ [
®
y 2 F S

� .x/ W � 2 E
¯

[
®
y … F S

� .x/ W � 2 ƒ.M/ and for all � 2 E; p.x; y/ ` F S
� .x/ � F

S
� .x/

¯
:

Note that, most of the time, � and F will be obvious from the context, so it will not be
an issue that the notation ˛E=p mentions neither � nor F .

Proposition 6.12. Let E � ƒ.M/ be such that ˛E=p is consistent. Then ˛E=p gener-
ates a complete ‰�;F -type over M .
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Proof. Pick any� 2 ƒ.M/. If there is � 2 E such that p.x; y/ ` F S
� .x/\F

S
�
.x/ D ;,

then
˛E=p.x; y/ ` y … F

S
� .x/:

If there exists � 2 E such that p.x; y/ ` F S
�
.x/ � F S

� .x/, then

˛E=p.x; y/ ` y 2 F
S
� .x/:

If none of these cases apply, then, for all � 2 E,

p.x; y/ ` F S
� .x/ � F

S
� .x/ and ˛E=p.x; y/ ` y … F

S
� .x/:

When it is consistent, we will identify ˛E=p with the type it generates.

Remark 6.13. Any q 2 S
‰�;F
x;y .M/ is of the form ˛E=p. Indeed, let p WD qj� and

E WD ¹� 2 ƒ.M/ W q.x; y/ ` y 2 F�.x/º. Then, quite clearly, q D ˛E=p.

Let us show that any finite set of formulas with variables in KnC1 can be decided by
some ‰�;F for well-chosen � and F .

Proposition 6.14 (Reduction to ‰�;F ). For all finite sets ‚.x; yI t / of L-formulas,
where x 2 Kn and y 2 K, there exists an L-definable family .F�/�2ƒ of functions Kn ! BŒl�

and a finite set of L-formulas �.xI s/ such that any ‰�;F -type decides all the formulas in ‚.

Proof. Let �.x; yI t / be a formula in ‚. As T is C -minimal, for all tuples a 2 K and
c 2M , the set �.a;M I c/ has a canonical representation as Swiss cheeses, i.e. it is of the formS
i .bi n bi;j / where the bi and bi;j are algebraic over ac. In particular, there exist l 2 N>0

and L.c/-definable functions H�;c W Kn ! BŒl� and G�;c W Kn ! BŒl� such that

M ˆ 8y; .y 2 HS
�;c.a/ nG

S
�;c.a/$ �.a; yI c//:

By compactness, we can find finitely many L-definable families .Hi;�;c/c2M and .Gi;�;c/c2M
of functions Kn ! BŒli;� � such that for any choice of c and a there is an i such that

�.a; yI c/$ y 2 HS
i;�;c.a/ nG

S
i;�;c.a/:

Choosing l to be the maximum of the li;� and using some coding trick, one can find an L-
definable family .F�/�2ƒ of functions Kn ! BŒl� such that for any � 2 ‚, i and c we find
�; � 2 ƒ such that Hi;�;c D F� and Gi;�;c D F� .

Now let

�.xI t; �; �/ D
®
8y; .�.x; yI t /$ y 2 F S

� .x/ n F
S
� .x// W � 2 ‚

¯
:

Then for any p 2 S
‰�;F
x;y .M/, � 2 ‚ and tuple c 2 M , there exist �; � 2 ƒ.M/ such that

p.x; y/ ` �.x; yI c/$ y 2 F S
� .x/ n F

S
� .x/ and either p.x; y/ ` y 2 F S

� .x/ ^ y … F
S
� .x/,

in which case p.x; y/ ` �.x; yI c/, or not, in which case p.x; y/ ` :�.x; yI c/.

Now, let us show that we can refine any � and F into a family verifying all previous
hypotheses.
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Proposition 6.15 (Reduction to B
Œl�
sr ). Let A � M and .F�/�2ƒ be an L.A/-definable

family of functions Kn ! BŒl�. Then there exists an L.A/-definable family .G!/!2� of func-
tions Kn ! B

Œl�
sr such that for all �, there exists .!i /0�i<l such that F�.x/ D

S
i G!i .x/ and

for all ! there exists � such that G!.x/ � F�.x/.

Proof. For all � 2 ƒ, 0 < i � l and j D 0; 1, we define

G�;i;j .x/ WD
®
b 2 F�.x/ W b is open if j D 0, closed otherwise, and b has

the i -th smallest radius among the balls in F�.x/
¯
:

As i and j only take finitely many values, G D .G!/!2� can indeed be viewed as an L.A/-
definable family. Then for all x, G!.x/ 2 B

Œl�
sr . For all x and �, G�;i;j .x/ � F�.x/ and

F�.x/ D
S
i;j G�;i;j .x/. Moreover, at most l of them are non-empty.

Definition 6.16 (Generic complement). We say that F is closed under generic comple-
ment over p if for all �, � 2 ƒ.M/ such that p.x/ ` F�.x/ � F�.x/, there exists � 2 ƒ.M/

such that
p.x/ ` F�.x/ D F�.x/ P[ F�.x/:

Note that p can decide any such statement as it is equivalent to F�.x/ D F�.x/[F�.x/
and F S

� .x/ \ F
S
� .x/ D ;.

Lemma 6.17. Let F D .F�/�2ƒ be an L.M/-definable family of functions Kn ! B
Œl�
sr ,

�.xI t / a finite set of L-formulas adapted to F and p 2 S�x .M/. Assume that F is closed
under generic complement over p. Let ƒp WD ¹� 2 ƒ W F� is generically irreducible over pº.
Then for all �2ƒ.M/ there exists .�i /0�i<l 2ƒp.M/ such that p.x/`F�.x/D

S
i F�i .x/.

Proof. Let x ˆ p. We work by induction on jF�.x/j. If there exists � 2 ƒ.M/ such
that F�.x/ � F�.x/ and F�.x/ ¤ ;, then there exists � 2 ƒ.M/ such that

F�.x/ D F�.x/ P[ F�.x/:

We now apply the induction hypothesis to F�.x/ and F�.x/. Finally, because jF�.x/j � l , we
cannot cut it in more than l distinct pieces.

Proposition 6.18 (Reduction to irreducible families). Let A � M , .F�/�2ƒ be an
L.A/-definable family of functions Kn ! B

Œl�
sr and �.xI t / a finite set of L-formulas. Then,

there exists an L.A/-definable family .G!/!2� of functions Kn ! B
Œl�
sr and a finite set of

L-formulas ‚.xI t; s/ � �.xI t / such that ‚ is adapted to G and for any p 2 S‚x .M/:

(i) G is closed under generic intersection and complement over p.

(ii) For all ! 2 �.M/, there is � 2 ƒ.M/ such that p.x/ ` G!.x/ � F�.x/.

(iii) For all � 2 ƒ.M/, there is ! 2 �.M/ such that p.x/ ` F�.x/ D G!.x/.

(iv) For all! 2 �.M/, there is .!i /0�i<l 2 �p.M/ such that p.x/ ` G!.x/ D
S
i G!i .x/.

Here �p WD ¹! 2 � W G! is generically irreducible over pº.
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Proof. Adding them if necessary, we may assume that F contains the constant functions
equal to ; and ¹Kº, respectively. For all � 2 ƒlC1, let

H
�
.x/ WD B

� \
0�i�l

F S
�i
.x/
�
:

It follows from Proposition 6.4, that H D .H
�
/
�2ƒlC1

is well-defined and that (ii) holds
for H . Adding finitely many formulas to �.xI t /, we obtain „.xI s/ which is adapted to H .
Let p 2 S„x .M/. Proposition 6.4 also implies that for a given x, the intersection of any number
of F S

�
.x/ is given by the intersection of l C 1 of them. Hence it is an instance of H . As „ is

adapted to H , we have proved that H is closed under generic intersection over any „-type p.
Hypothesis (iii) also clearly holds for H .

Let B 2 B
Œl�
sr . We define B1 to be B and B0 to be its complement (in B). As previously,

to simplify notation, for � 2 ¹0; 1º, we will write H �
�.x/ for .H�.x//�.

Claim 6.19. Let B 2 B
Œl�
sr . Any Boolean combination of sets .Ci /i�r � B (where we

take the complement in B , i.e. C 0 \ B) lives in B
Œl�
sr and can be written as\

j<l

[
k<l

.C
�j;k
j;k
\ B/;

where the Cj;k are taken among the Ci and �j;k 2 ¹0; 1º.

Proof. Such a Boolean combination lives in B
Œl�
sr because it is a subset ofB . The fact that

it can be written as
T
j

S
k.C

�j;k
j;k
\ B/ is just the existence of the conjunctive normal form.

Moreover, as in Proposition 6.4, any intersection
T
k C

�j;k
j;k
\ B for fixed j can be rewritten

as the intersection of at most l of them (for each ball from B missing from the intersection,
choose a k such that this ball is not in C �j;k

j;k
\ B). Similarly, the union can be rewritten as the

union of at most l of them by choosing, for every b 2 B which appears in the union, a j such
that b appears in

S
k.C

�j;k
j;k
\ B/.

For all � 2 ƒlC1, � 2 .ƒlC1/l
2

and � 2 2l
2

, let

G�;�;�.x/ D
\
i<l

[
j<l

�
.H

�i;j
�i;j .x// \H�.x/

�
whenever all the H�i;j � H�.x/. Otherwise, let G�;�;�.x/ D H�.x/. Adding some more
formulas to „, we obtain a finite set of formulas ‚.xI t; s; u/ which is adapted to G. It is clear
that (ii) and (iii) of Proposition 6.18 still hold. Furthermore,

GS
�;�;�.x/ \G

S
�;�;�.x/ D

\
i;k

[
j;r

�
S.H

�i;j
�i;j .x// \ S.H

�k;r
�k;r .x// \H

S
� .x/ \H

S
� .x/

�
:

AsH is closed under generic intersection, there exists � such thatHS
� .x/ D H

S
� .x/\H

S
� .x/.

By Proposition 6.4,

B
�
S.H

�i;j
�i;j .x// \H

S
� .x/

�
� H�.x/ and B

�
S.H

�k;r
�k;r .x// \H

S
� .x/

�
� H�.x/:

We can conclude by Claim 6.19 that G is also closed under generic intersection over p. Sim-
ilarly we show that whenever G�;�;�.x/ � G�;�;�.x/ then G0�;�;�.x/ \ G�;�;�.x/ is also an
instance of G, i.e. G is closed under generic complement over p. Hence (iv) is proved in
Lemma 6.17.
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7. Quantifiable types

Let us begin with the example that motivates the definition of quantifiable types. Let b
be an open ball in some model of ACVF and ˛b its generic type. Let X be any set definable in
an enrichment of ACVF. Then all the realizations of ˛b are in X , i.e. ˛b ` x 2 X , if and only
if there exists b0 2 B such that b0 � b and b n b0 � X . Although for most definable sets X ,
both X and its complement are consistent with ˛b . If it happens that any realization of ˛b is
in X , then there is a formula which says so. We have just shown that ˛b is quantifiable as a
partial QL-type (see Definition 7.1) for any enrichment QL of ACVF. If .bi /i2I is a strict chain
of balls, i.e. P WD

T
i bi is not a ball, the exact same proof shows that the generic type of P is

also quantifiable as a partial QL-type, if P is QL-definable.
If b is a closed ball, the situation is somewhat more complicated because ˛b.x/ ` x 2 X

if and only if there exist finitely many maximal open subballs .bi /0�i<k of b such that for all
x 2 K, x 2 b n

S
i bi implies x 2 X . Because the set of maximal open subballs of a given ball

is internal to the residue field, to obtain that ˛b is quantifiable (as a partial QL-type), we need to
know that the QL-induced structure on k eliminates 91 to bound the number of maximal open
subballs we have to remove. Recall that an L-theory T eliminates 91 if for every L-formula
�.xI s/ there is an n 2 N such that for all M ˆ T and m 2 M , if j�.M Im/j < 1 then
j�.M Im/j � n.

The notion of quantifiable type will play a fundamental role in Section 9. The main
result of the present section is Corollary 7.9 which says that, under some more hypotheses
on the families of parametrized balls, the types of the form ˛E=p (see Definition 6.11) are
quantifiable if E is definable and p is quantifiable. The proof is essentially a parametrized
version of the argument above. We then prove that we can refine families of parametrized balls
so that they have the necessary properties.

Let L be a language and M an L-structure.

Definition 7.1 (Quantifiable partial L-types). Let p be a partial L.M/-type. We say
that p is quantifiable if for all L-formulas �.xI s/ there exists an L.M/-formula �.s/ such that
for all tuples m 2M ,

M ˆ �.m/ if and only if p.x/ ` �.xIm/:

Let A � M . If we want to specify that � is an L.A/-formula, we will say that p is L.A/-
quantifiable.

Remark 7.2. (i) A type p.x/ is quantifiable if we can quantify universally and existen-
tially over realizations of p, that is, for every L-formula �.xIy/, “for all x ˆ pjy , �.xIy/
holds” and “there exists an x ˆ pjy such that �.xIy/ holds” are both first-order formulas.
Hence the name.

(ii) There are various ways in which to extend definability to partial types depending on
two things: do we want the defining scheme to be ind-definable, pro-definable or definable?
And do we want the closure under implication of the partial type also to be definable? Quan-
tifiable partial types correspond to the case where the closure under implication of the type has
a definable defining scheme. Although these different notions have often been indistinctively
called definability, we feel that it is better to try to distinguish them.
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(iii) The partial types we will consider here are �-types for some set �.xI t / of L-
formulas. Note that if p 2 S�x .M/ is L.A/-quantifiable, it is L.A/-definable as a �-type, i.e.
for any formula �.xI t / 2 �, there is an L.A/-formula dpx�.xI t / D �.t/ such that for all
tuples m 2 M , �.xIm/ 2 p if and only if M ˆ dpx�.xIm/. In particular, p has a canonical
extension pjN to any N < M defined using the same defining scheme. If M was sufficiently
saturated, this canonical extension is also L.A/-quantifiable.

As previously, let now L � Ldiv, T � ACVF be aC -minimal L-theory which eliminates
imaginaries, R the set of L-sorts, QL an enrichment of L, QT an QL-theory containing T , QM ˆ QT
and M WD QM jL. We will also assume that k is stably embedded in QT and that the induced
theory on k eliminates 91. Until the end of the section, quantifiability of types will refer to
quantifiability as partial QL-types.

Let QA � QM and A WD R. QA/. Let F D .F�/�2ƒ be an L.A/-definable family of
functions Kn ! B

Œl�
sr and �.x; yI t / a finite set of L-formulas where x 2 Kn and y 2 K.

Let p 2 S�x;y.M/ be definable. Assume that � is adapted to F and that F is generically
irreducible and closed under generic intersection over p.

Definition 7.3 (Generic covering property). We say that F has the generic covering
property over p if for any E � ƒ.M/ and any finite set .�i /0�i<k 2 ƒ.M/ such that for all
� 2 E, p.x; y/ ` F S

�i
.x/ � F S

� .x/, there exists .�j /0�j<l 2 ƒ.M/ such that

(i) for all j , p.x; y/ ` “the balls in F�j .x/ are closed”;

(ii) for all � 2 E and j , p.x; y/ ` F S
�j
.x/ � F S

� .x/;

(iii) for all i , p.x; y/ ` F S
�i
.x/ �

S
j F

S
�j
.x/.

Note that if E D ¹�0º and p.x; y/ ` “the balls in F�0.x/ are closed”, then the generic
covering property holds trivially as it suffices to take all �j D �0. It will only be interesting if
p.x; y/ ` “the balls in F�0.x/ are open” or E does not have a smallest element over p, i.e. for
all � 2 E there exists � 2 E such that p.x; y/ ` F S

� .x/ � F
S
�
.x/.

Let E � ƒ be QL. QA/-definable.

Proposition 7.4. Assume that one of the following holds:

(i) E. QM/ does not have a smallest element over p.

(ii) There is a �0 2 E. QM/ such that for all � 2 E. QM/, p.x; y/ ` F S
�0
.x/ � F S

�
.x/ and

p.x; y/ ` “the balls in F�0.x/ are open”.

Assume also that p is QL. QA/-quantifiable and F has the generic covering property over p. Then
˛E. QM/=p is QL. QA/-quantifiable.

Proof. Let �.x; yI t / be an QL-formula. If ˛E. QM/=p.x; y/ ` �.x; yIm/, for some tuple
m 2 QM , then there exist �0 2 E. QM/ and a finite number of .�i /0<i<k 2 ƒ.M/ such that for
all � 2 E. QM/ and i > 0,

p.x; y/ ` y 2 F S
�0
.x/ n

[
i>0

F S
�i
.x/! �.x; yIm/ and p.x; y/ ` F S

�i
.x/ � F S

� .x/:
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By the generic covering property, we can find .�j /0�j<l 2 ƒ.M/ such that, for all j ,

p.x; y/ ` “the balls in F�j .x/ are closed”I

for all � 2 E. QM/ and j ,
p.x; y/ ` F S

�j
.x/ � F S

� .x/I

and for all i > 0,
p.x; y/ ` F S

�i
.x/ �

[
j

F S
�j
.x/:

If E. QM/ does not have a smallest element over p, then, for all � 2 E. QM/ and j ,

p.x; y/ ` F S
�j
.x/ � F S

� .x/:

If E. QM/ has a smallest element, because the balls in F�0.x/ are open and those in F�i .x/ are
closed, we also have

p.x; y/ ` F S
�j
.x/ � F S

�0
.x/:

As
S
j F

S
�j
.x/ covers

S
i F

S
�i
.x/, it follows that

p.x; y/ ` y 2 F S
�0
.x/ n

[
0�j<l

F S
�j
.x/! �.x; yIm/:

We have just shown that, for all tuplesm 2 QM , ˛E. QM/=p.x; y/ ` �.x; yIm/ implies that

QM ˆ 9�0 2 E; 9� 2 ƒ;
^
j<l

8� 2 E; ı1.�j ; �/ ^ ı2.�0; �;m/;

where ı1.�; �/ and ı2.�0; �;m/ are QL. QA/-formulas equivalent to, respectively,

p.x; y/ ` F S
� .x/ � F

S
� .x/ and p.x; y/ ` y 2 F S

�0
.x/ n

[
j<l

F S
�j
.x/! �.x; yIm/:

The converse is trivial.

Definition 7.5 (Maximal open subball property). We say that F has the maximal open
subball property over p if for all �1; �2 2 ƒ.M/ such that p.x; y/ ` F S

�1
.x/ � F S

�2
.x/, there

exists .�i /0�i<l 2 ƒ.M/ such that

(i) for all i , p.x; y/ ` “the balls in F�i .x/ are open”;

(ii) for all i , p.x; y/ ` rad.F�2.x// D rad.F�i .x//;

(iii) p.x; y/ ` F S
�1
.x/ �

S
i F

S
�i
.x/.

Note that when the balls in F�2.x/ are open, it suffices to take all �i D �2. Hence this
property is only useful when the balls in F�2.x/ are closed.

Proposition 7.6. Assume that there is a �0 2 E. QM/ such that for all � 2 E. QM/,
p.x; y/ ` F S

�0
.x/ � F S

�
.x/ and that p.x; y/ ` “the balls in F�0.x/ are closed”. Assume

also that p is QL. QA/-quantifiable and that F has the maximal open subball property over p.
Then the type ˛E. QM/=p is QL. QA/-quantifiable.



180 Rideau, Imaginaries and invariant types in VDFEC

Proof. If the balls in F�0.x/ have radius C1, they are singletons. By irreducibility,
F�0.x/ does not have any strict subset of the form F�.x/. Moreover, ˛E. QM/=p ` �.x; yIm/

if and only if p.x; y/ ` y 2 F S
�0
.x/ ! �.x; yIm/. So we can conclude immediately by

QL. QA/-quantifiable of p. We may now assume that the balls in F�0.x/ have a radius different
from C1. Let us begin with some preliminary results. Let B .a/ denote the closed ball of
radius  around a.

Claim 7.7. Let .Y!;x/!2�;x2Kn be a definable family of sets such that for all ! 2 �
and x 2 Kn, Y!;x � ¹b W b is a maximal open subball of some b0 2 F�0.x/º. Then there
exists k 2 N such that for all ! 2 � and x 2 Kn, either jY!;xj � 1 or jY!;xj � k.

Proof. Let

Y1;!;x;a;c WD
®
b 2 B W b 2 Y!;x; b is a maximal open subball of Bval.c/.a/

¯
:

For any maximal open subball b of Bval.c/.a/, the set ¹.x � a/=c W x 2 bº is an element of k

which we denote by resa;c.b/. The function resa;c is one-to-one. Let

Y2;!;x;a;c WD resa;c.Y1;!;x;a;c/:

Then Y2 D .Y2;!;x;a;c/!;x;a;c is an QL. QM/-definable family of subsets of k. By stable embed-
dedness of k in T (as well as compactness and some coding) there exists an QL.k. QM//-definable
family .Xd /d2D where D � kr for some r such that for all .!; x; a; c/, there exists d 2 D
such that Y2;!;x;a;c D Xd . As the theory induced on k eliminates 91, there exists s 2 N such
that for all d 2 D, either jXd j � 1 or jXd j � s. It follows that for all .!; x; a; c/, either
jY1;!;x;a;cj � 1 or jY1;!;x;a;cj � s. But there are at most l balls in F�0.x/ and each of these
balls contains infinitely or at most s maximal open subballs from Y!;x . Therefore, we have
that for all x and !, jY!;xj � 1 or jY!;xj � ls.

Let

Xm WD
®
� 2 ƒ W p.x; y/ ° y 2 F S

� .x/! �.x; yIm/ and
p.x; y/ ` “the balls in F�.x/ are maximal open subballs of the balls in F�0.x/”

¯
:

By quantifiability of p, Xm is an QL. QM/-definable family. Let

Ym;x WD
®
b W 9� 2 Xm; b 2 F�.x/

¯
:

Then by Claim 7.7, there exists k such that for all m and x, jYm;xj <1 implies jYm;xj � k.
Assume that ˛E. QM/=p.x; y/ ` �.x; yIm/. Then, there exists .�i /0�i<r 2 ƒ.M/ such

that

p.x; y/ ` F S
�i
.x/ � F S

�0
.x/ and p.x; y/ ` y 2 F S

�0
.x/ n

[
i

F S
�i
.x/! �.x; yIm/:

As F has the maximal open subball property over p and is closed under generic intersection,
we may assume that

p.x; y/ ` “the balls in the F�i .x/ are maximal open subballs of the balls in F�0.x/”:
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Claim 7.8. Xm.M/ � ¹� 2 ƒ.M/ W for some i; p.x; y/ ` F�.x/ D F�i .x/º. In
particular, jYm;xj <1 and hence jYm;xj � k.

Proof. Let � 2 Xm. There exist x; y ˆ p such that y 2 F S
�
.x/, the balls in F�.x/ are

maximal open subballs of the balls in F�0.x/ and ˆ :�.x; yIm/. Hence y 2
S
i F

S
�i
.x/. We

may assume that y 2 F S
�0
.x/ and hence that F S

�0
.x/ \ F S

�
.x/ ¤ ;. By Proposition 6.9, we

must have F S
�0
.x/ \ F S

�
.x/ D F S

� .x/ for both � D � and � D �0, i.e. F�.x/ D F�0.x/.
Because such an equality is decided by p, this holds for all realizations of p.

It follows that Ym;x �
S
i F�i .x/ and therefore that jYm;xj � rl <1.

Thus for all .x; y/ˆp, only k balls among the ones in
S
iF�i .x/ cover �.x; F S

�0
.x/Im/.

As in Proposition 6.4, we may assume that for all i , F�i .x/ �
Sk
jD1 F�j .x/. It follows that

p.x; y/ `

k̂

jD1

F S
�j
.x/ � F S

�0
.x/ ^

�
y 2 F S

�0
.x/ n

k[
iD1

F S
�i
.x/! �.x; yIm/

�
;

where k does not depend on m. We can now conclude as in Proposition 7.4.

Corollary 7.9. Assume p is QL. QA/-quantifiable and F has both the generic covering
property and the maximal open subball property over p. Then ˛E. QM/=p is QL. QA/-quantifiable.

Proof. This follows immediately from Propositions 7.4 and 7.6. Indeed, either E. QM/ is
non-empty and has no smallest element or it has a smallest element which consists of open balls
or it has a smallest element which consists of closed balls. If it is empty, we could, equivalently,
take E to consist of all the � 2 ƒ such that F� is constant equal to K.

Let us conclude this section by showing that, as previously, we can find families of balls
verifying all the necessary hypotheses. Because both the generic covering property and the
maximal open subball property are instances of being able to find large balls in a family, let us
first consider the following definition. Recall that di .B1; B2/ is the i -th distance between balls
of B1 and balls of B2 (see Definition 6.5)

Definition 7.10 (Generic large ball property). We say that F has the generic large ball
property over p if for all �1; �2 2 ƒ.M/ and i 2 N, there exists .�j /0�j<l 2 ƒ.M/ such
that

(i) for all j , p.x; y/ ` “the balls in F�j .x/ are closed”;

(ii) for all j , p.x; y/ ` rad.F�j .x// D di .F�1.x/; F�2.x//;

(iii) p.x; y/ ` F S
�1
.x/ �

S
j F

S
�j
.x/;

and, if
p.x; y/ ` rad.F�1.x// < di .F�1.x/; F�2.x//

or
p.x; y/ ` “the balls in F�1.x/ are open”;

there exists .�j /j<l 2 ƒ.M/ such that
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(i) for all j , p.x; y/ ` “the balls in F�j .x/ are open”;

(ii) for all j , p.x; y/ ` rad.F�j .x// D di .F�1.x/; F�2.x//;

(iii) p.x; y/ ` F S
�1
.x/ �

S
j F

S
�j
.x/.

Definition 7.11 (Good representation). Let �.x; yI t / and ‚.x; yI s/ be two finite sets
of L-formulas where x 2 Kn. Let .F�/�2ƒ and .G!/!2� be two L-definable families of
functions Kn ! B

Œl�
sr . We say that .‚;G; x/ is a good representation of .�; F; x/ if for all

L.M/-definable p 2 S‚x .M/:

(i) ‚ is adapted to G.

(ii) .G!/!2�p is closed under generic intersection over p.

(iii) .G!/!2�p has the generic large ball property over p.

(iv) p decides all formulas in �.

(v) For all � 2 ƒ.M/, there exists a finite number of .!i /0�i<l 2 �p.M/ such that
p.x; y/ ` F�.x/ D

S
i G!i .x/.

Here �p WD ¹! 2 � W G! is generically irreducible over pº.

If we only want to say that (i) to (iii) hold, we will call .‚;G; x/ a good representation.

Proposition 7.12 (Existence of good representations). Let .F�/�2ƒ be any L-definable
family of functions Kn ! B

Œl�
sr and �.xI t / any finite set of L-formulas where x 2 Kn. Then,

there exists a good representation .‰;G; x/ of .�; F; x/.

Proof. Let us begin with some lemmas.

Lemma 7.13. There exist .H�/�2R, an L-definable family of functions Kn ! B
Œl�
sr ,

and„.xI t; s/ � �.xI t /, a finite set of L-formulas adapted toH , such thatH has the generic
large ball property over any „-type and for all � 2 ƒ, there exists � 2 R such that H� D F�.

Proof. For all �;�; � 2 ƒ and i � l2, define H�;�;�;i;1.x/ to be the closed balls with
radius min¹di .F�.x/; F�.x//; rad.F�.x//º around the balls in F�.x/. If the balls in F�.x/ are
open or if they are closed of radius strictly smaller than di .F�.x/; F�.x//, defineH�;�;�;i;0.x/
to be the set of open balls with radius di .F�.x/; F�.x// around the balls in F�.x/. Otherwise,
define H�;�;�;i;0.x/ to be the closed balls with radius min¹di .F�.x/; F�.x//; rad.F�.x//º
around the balls in F�.x/. By usual coding tricks, we may assume that H is an L-definable
family of functions. Adding finitely many formulas to�, we obtain„.xI t; s/which is adapted
to H . Let p 2 S„x .M/ and x ˆ p.

Let us first show the closed ball case of the generic large ball property.
For all �k; �k; �k 2 ƒ.M/, ik; jk 2 N, for k 2 ¹1; 2º, and r 2 N,

d WD dr.H�1;�1;�1;i1;j1.x/;H�2;�2;�2;i2;j2.x//

is either the radius of the balls inH�k ;�k ;�k ;ik ;jk .x/, i.e. dik .F�k .x/; F�k .x// or rad.F�k .x//,
or the distance between two disjoint balls from the H�k ;�k ;�k ;ik ;jk .x/, in which case it is also
the distance between some disjoint balls in the F�k .x/. If d D dik .F�k .x/; F�k .x//, it is easy
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to check that H�1;�k ;�k ;ik ;1 has all the suitable properties; and that this one instance suffices.
Otherwise there exists some m such that H�1;�1;�2;m;1.x/ is suitable.

The same reasoning applies to the open ball case (the extra hypotheses under which we
have to work are just here to ensure that the balls in F�1.x/ are indeed smaller than those we
are trying to build around them).

Lemma 7.14. Assume that F has the generic large ball property over any �-type. Let
.G!/!2� be any L.M/-definable family of functions Kn ! B

Œl�
sr and ‚.xI s/ any finite set of

L-formulas adapted to G such that for all p 2 S‚x .M/, we have:

(i) For all ! 2 �.M/, there is � 2 ƒ.M/ such that p.x/ ` G!.x/ � F�.x/.

(ii) For all � 2 ƒ.M/, there is .!i /0�i<l 2 �.M/ such that p.x/ ` F�.x/ D
S
i G!i .x/.

Then G also has the generic large ball property over any ‚-type.

Proof. Let !1; !2 2 �.M/, i 2 N>0 and x ˆ p. Then there exist �1; �2 2 ƒ.M/

such that G!k .x/ � F�k .x/. Then di .G!1.x/; G!2.x// is either the radius of one of the
balls involved and hence is the radius of one of F�k .x/ or the distance between a ball in
G!1.x/ and a ball in G!2.x/, i.e. the distance between a ball in F�1.x/ and one in F�2.x/.
In both cases, the large closed ball property in F allows us to find .�j /0�j<l 2 ƒ.M/ such
that GS

!1
.x/ � F S

�1
.x/ �

S
j F

S
�j
.x/, for all j , the balls in F�j .x/ are closed and their

radius is di .G!1.x/; G!2.x//. But, by hypothesis there are .�j;k/0�k<l 2 �.M/ such that
F�j .x/ D

S
k G�j;k .x/. By picking one �j;k per ball in G!1.x/, we see that l of them are

enough to cover G!1.x/ and we are done. The open ball case is proved similarly as the extra
hypotheses hold for G!1 and G!2 if and only if they hold for F�1 and F�2 .

Adding them if we have to, we may assume that there is an instance of F constant equal
to ;, and another one constant equal to ¹Kº. Let .H�/�2R and „ be as in Lemma 7.13. Let
.G!/!2� and ‚.xIu/ be as given by Proposition 6.18 applied to H . Let p 2 S‚x .M/. Then
hypotheses (i), (iv) and (v) of Definition 7.11 hold. Hypothesis (ii) holds by Corollary 6.10.
Hypothesis (iii) holds by Lemma 7.14 applied to .G!/!2�p .

Proposition 7.15. Let .�.xI t /; .F�/�2ƒ; x/ be a good representation and p 2 S�x .M/

L.M/-definable. Then Fp WD .F�/�2ƒp has the generic covering property and the maximal
open subball property over p, where ƒp WD ¹� 2 ƒ W F� is generically irreducible over pº

Proof. Let x ˆ p, �1; �2 2 ƒp.M/ be such that F S
�1
.x/ � F S

�2
.x/. By the generic

large ball property, there exists �j 2 ƒp.M/ such that the balls in F�j .x/ are open of radius
rad.F�2.x// and F S

�1
.x/ �

S
j F

S
�j
.x/. We have proved the maximal open subball property.

Let us now consider E � ƒp.M/ and .�i /0�i<k 2 ƒp.M/ such that for every � 2 E,
F S
�i
.x/ � F S

� .x/. For any �1; �2 2 E, if the balls in F�1.x/ are smaller than the balls in
F�2.x/, by irreducibility, as F S

�1
.x/ \ F S

�2
.x/ � F�0.x/ ¤ ;, we have F S

�1
.x/ � F S

�2
.x/.

Let us define the following equivalence relation on
T
�2E F

S
�
.x/: y1 � y2 if for all � 2 E, y1

and y2 are in the same ball from F�.x/. For all non-equivalent y1 and y2, there exists � 2 E
such that y1 and y2 are not in the same ball from F�.x/. This also holds for any � 2 E such
that F S

� .x/ � F S
� .x/. Thus there are at most l equivalence classes and there exists �0 2 E

such that each equivalence class is contained in a different ball of F�0.x/.
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Let .Pj /j2J denote these equivalence classes and Bj D ¹b 2
S
i F�i .x/ W b � Pj º. The

set Rj WD ¹d.b1; b2/ W b1; b2 2 Bj º [ ¹rad.b/ W b 2 Bj º is finite and hence has a minimum
j . By the generic large ball property, there exists �j 2 ƒp.M/ such that the balls in F�j .x/
are closed of radius j and one of its balls (call it b0) contains one of the balls in Bj . In fact,
b0 contains all of them as j is the minimum of Rj . For all � 2 E, all b 2 Bj are such that
b � F S

� .x/. If rad.b0/ D d.b1; b2/ for some b1; b2 2 Bj , then, because b1 and b2 are in
the same ball from F�.x/, rad.b0/ D d.b1; b2/ � rad.F�.x//. If rad.b0/ D rad.b/ for some
b 2 Bj , then, because b is inside one of the balls from F�.x/, rad.b0/ D rad.b/ � rad.F�.x//.
In both cases, b0 � F S

� .x/. Let �j be such that F S
�j
.x/ D F S

�j
.x/ \

T
�2E F

S
� .x/. Such an

�j exists by generic intersection and because, by Proposition 6.4, this intersection is given by
the intersection of a finite numbers of its elements.

Then, as F�j .x/ � F�j .x/, the balls in F�j .x/ are closed. Obviously, for all � 2 E,
we have F S

�j
.x/ � F S

� .x/. Moreover, for all i , F S
�i
.x/ �

S
j F

S
�j
.x/, and for all � 2 E,

F S
�i
.x/ � F S

� .x/, hence we also have

F S
�i
.x/ �

[
j

F S
�j
.x/:

As there are at most l of the �j , we are done.

8. � -reparametrizations

Let L � Ldiv, T � ACVF be an L-theory which eliminates imaginaries. Assume that
T is C -minimal. The two main examples of such theories are ACVFG and ACVFeq

A
where

A is some separated Weierstrass system (for example
S
m;nZŒX0; : : : ; Xn�ŒŒY0; : : : ; Ym��) and

ACVFA denotes the theory of algebraically closed valued fields with A-analytic structure (see
[3] or [16, Section 3]). This structure is considered in the language LA;Q WD Ldiv[A[¹�1º.

Lemma 8.1. The value group � is stably embedded and o-minimal in T . As � is an
o-minimal group, the induced structure on � eliminates imaginaries.

Proof. Let M ˆ T and X � � be a unary L.M/-definable set. The set val�1.X/ is
both a (potentially infinite) union of annuli around 0 and a finite union of Swiss cheeses. Hence
it is a finite union of annuli around 0 and X must be a finite union of intervals. Therefore, � is
o-minimal in T . By [10], � is stably embedded in models of T .

Let M ˆ T , f D .f� W Kn ! �/�2ƒ be an L.M/-definable family of functions,
�.xI t / a finite set of L-formulas and p 2 S�x .M/. We wish to study the family f and in
particular its germs over p (see Definition 8.3) to show that they are internal to � . This is later
used as a partial elimination of imaginaries result in enrichments QT of T where � is stably
embedded: any subset of these germs definable in QT is coded in � eq. The idea of the proof is
to reparametrize the family of functions.

Definition 8.2 (� -reparametrization). An L.M/-definable family .g W Kn ! �/2G ,
whereG � �k for some k, � -reparametrizes f over p if for all � 2 ƒ.M/, there is  2 G.M/

such that p.x/ ` f�.x/ D g .x/.
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An L.M/-definable family .g!; W Kn ! �/!2�;2G of functions Kn ! � , where
G � �k for some k, uniformly � -reparametrizes f over �-types if for every p 2 S�x .M/

there exists !0 2 �.M/ such that g!0 D .g!0; /2G � -reparametrizes f over p.
We say that T admits uniform � -reparametrizations if for every L.M/-definable family

f D .f�/�2ƒ of functions Kn ! � there exists a finite set of L-formulas �.xI s/ and
an L.M/-definable family g D .g!; /!2�;2G of functions Kn ! � which uniformly � -
reparametrizes f over �-types.

We will say that the set � is adapted to f (resp. to g) when any �-type decides when
f�1.x/ D f�2.x/ (resp. g1.x/ D g2.x/).

Definition 8.3 (p-germ). Assume that� is adapted to f and that p is L.M/-definable.
We say that f�1 and f�2 have the same p-germ if p.x/ ` f�1.x/ D f�2.x/. Let àpf� 2 M
denote the code of the equivalence class of � under the equivalence relation “having the same
p-germ”.

Proposition 8.4. Let g be a � -reparametrization of f over p, let � be adapted to both
f and g, and let p be L.M/-definable. The set ¹àpf� W � 2 ƒº is internal to � , i.e. there is
an L.M/-definable one-to-one map from this set into some Cartesian power of � .

Proof. As � is stably embedded in T and eliminates imaginaries (see Lemma 8.1), we
may assume that àpg 2 � . Now pick any �. Let  be such that p.x/ ` f�.x/ D g .x/.
Then àpg only depends on àpf� and not on � or  . It follows that the set ¹àpf� W � 2 ƒº is
in L.M/-definable one-to-one correspondence with a subset of the set ¹àpg W  2 Gº which
is itself a subset of some Cartesian power of � .

If Z1 and Z2 � K are finite sets, we define

D.Z1; Z2/ WD
®
val.z1 � z2/ W z1 2 Z1; z2 2 Z2

¯
:

Let us order the elements in D.Z1; Z2/ as d1 > d2 > � � � > dk and let di .Z1; Z2/ WD di . If
Z1 D ¹zº is a singleton, we will write di .z; Z2/.

Proposition 8.5. Let t .x; y; �/ W KnC1Cl ! K be an LjK.M/-term polynomial in y,
i.e. t D

Pd
iD0 ti .x; �/y

i , where jxj D n, jyj D 1 and j�j D l . Let

Z�.x/ WD
®
y W t .x; y; �/ D 0

¯
:

Then there exists an L.M/-definable family q D .q�/�2H of functions Kn ! � such that for
all N < M , x 2 Kn.N / and y 2 K.N /, there exists �0 2 ƒ.M/ such that for all � 2 ƒ.M/

there exists � 2 H.M/ and n smaller than the degree of t in y such that

val.t.x; y; �// D q�.x/C n � d1.y;Z�0.x//:

Proof. Let us define

u.x; �/ WD
t .x; y; �/Q

˛2Z�.x/
.y � ˛/m˛

;
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where m˛ denotes the multiplicity of ˛. Let us also define

q�;k;j ;�.x/ WD val.u.x; �//C
kX
iD0

dji .Z�.x/; Z�.x//;

where k is at most the degree of t in y and ji � l2. Note that because we can code disjunctions
on a finite number of integers, q can be considered as an L.M/-definable family of functions
Kn ! � .

Let N < M , x 2 Kn.N / and y 2 K.N /. First, assume that there exists �0 2 ƒ.M/

and ˛0 2 Z�0.x/ such that val.y � ˛0/ D d1.y;Z�0.x// D max�¹d1.y;Z�.x//º. Now pick
any � 2 ƒ.M/ and ˛ 2 Z�.x/.

Claim 8.6. Either val.y � ˛/ D d1.y;Z�0.x// or val.y � ˛/ D dj˛ .Z�.x/; Z�0.x//

for some j˛.

Proof. If val.y � ˛/ ¤ d1.y;Z�0.x//, then val.y � ˛/ < d1.y;Z�0.x//. It follows
that val.y � ˛/ D val.˛ � ˛0/ D dj .Z�.x/; Z�0.x// for some j .

Let
Z1 WD

®
˛ 2 Z�.x/ W val.y � ˛/ D d1.y;Z�0.x//

¯
and n WD

P
˛2Z1

m˛. We have

val.t.x; y; �// D val.u.x; �//C
X

˛2Z�.x/

m˛ val.y � ˛/

D val.u.x; �//C
X
˛…Z1

m˛dj˛ .Z�.x/; Z�0.x//C n � d1.y;Z�0.x//

D q�;k;j ;�.x/C n � d1.y;Z�0.x//

for some k and j .
If there does not exist a maximum in ¹d1.y;Z�.x//º, for any � 2 ƒ.M/, then there

exists � 2 ƒ.M/ and ˛0 2 Z�.x/ such that val.y�˛0/ D d1.y;Z�.x// > d1.y;Z�.x//. For
all ˛ 2 Z�.x/, val.y � ˛/ D val.˛ � ˛0/ D dj˛ .Z�.x/; Z�.x// for some j˛. It follows that

val.t.x; y; �// D val.u.x; �//C
X

˛2Z�.x/

m˛dj˛ .Z�.x/; Z�.x// D q�;k;j ;�0.x/

for some k and j .

Proposition 8.7. Uniform � -reparametrizations exist in ACVFG and ACVFeq
A

.

Proof. Let f D .f�/�2ƒ be an L.M/-definable family of functions Kn ! � . We
work by induction on n. The case n D 0 is trivial as f is nothing more than a family of
points in � that can be reparametrized by themselves. Let us now assume that n D mC 1 and
x D .y; z/ where jzj D 1. Because K is dominant, we may assume up to reparametrization
that � is a tuple from K. If T D ACVFG , the graph of f� is given by an LG .M/-formula.
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If T D ACVFeq
A

, by [16, Corollary 5.5] there exists an LG .M/-formula  .z;w; / and LjK-
terms r.x; �/ such that M ˆ f�.y; z/ D  if and only if M ˆ  .z; r.y; �/; /. Taking r
to be the identity, the graph of f� also has this form when T D ACVFG . By elimination of
quantifiers in ACVFG (or in the two-sorted language), we know that  .z;w; / is of the form
�..val.Pi .z; w///0�i<k; / where � is an LG j� -formula and Pi 2 K.M=Y;W /. We may also
assume that � defines a function h W �k ! � .

Let ti .y; z; �/ D Pi .z; r.y; �// and qi D .qi;�/�2Hi be an L.M/-definable family of
functions Km ! � as in Proposition 8.5 with respect to ti . By the usual coding tricks we may
assume that there is only one family q D .q�/�2H such that for all i and � 2 Hi there exists
� 2 H such that qi;� D q�. By induction, there exists a uniform � -reparametrization for q,
i.e. there exist a finite set of L-formulas„.yI s/ and an L.M/-definable family .u�;ı/�2E;ı2D
of functions Km ! � , where D � � l for some l , such that for any p 2 S„y .M/, for some
�0 2 E.M/, .u�0;ı/ı2D is a � -reparametrization of q. Let

Zi;�.y/ WD
®
z W Pi .y; z; �/ D 0

¯
;

g
�;�;ı;n

.y; z/ WD h
�
.u�;ıi .x/C ni � d1.z; Zi;�i .y///0�i<k

�
;

�n WD “f�.y; z/ D g�;�;ı;n.y; z/”;

� WD „ [
®
�n W n 2 N

¯
:

For all p 2 S�y;z.M/, there exists �0 2 E.M/ such that .u�0;ı/ı2D � -reparametrizes q over
pj„. Let .y; z/ ˆ p. By Proposition 8.5 there exists a tuple �0 2 ƒ.M/ such that for all
� 2 ƒ.M/, there exist tuples � 2 H.M/ and n such that

val.ti .y; z; �// D q�i .y/C ni � d1.y;Zi;�0;i .x//:

As y ˆ pj„, there exists ıi 2 D.M/ such that q�i .y/ D u�0;ıi .y/. Therefore,

f�.y; z/ D h..val.ti .y; z; �///0�i<k/

D h
�
.u�0;ıi .y/C ni � d1.y;Zi;�0;i .x///0�i<k

�
D g

�0;�0;ı;n
.y; z/:

Because p decides such equalities, this holds in fact for all realizations of p. We have just
shown that .g

�0;�0;ı;n;
/
ı2D;n2N reparametrizes f over p. But because ı is a tuple from �

and disjunctions on a finite number of bounded integers can be coded in � , it is in fact a
� -reparametrization.

Question 8.8. Do uniform � -reparametrizations exist in all C -minimal extensions of
ACVF?

9. Approximating sets with balls

As before, let QL � L � Ldiv be languages, R the set of L-sorts, T � ACVF a
C -minimal L-theory which eliminates imaginaries and admits � -reparametrizations, QT an QL-
theory containing T , QN ˆ QT , N WD QN jL and QA D acleq

QL
. QA/ � QN eq. Let us assume that k and

� are stably embedded in QT and that the induced theories on k and � eq eliminate 91.



188 Rideau, Imaginaries and invariant types in VDFEC

In this section we bring together all the work we have done in Sections 6, 7 and 8 to
construct definable types, in order to prove Theorem 9.7. The core of the work is done in
Lemma 9.1 where we show that we can enrich a quantifiable partial QL-type with formulas
of the form y 2 F�.x/, where F� is an L-definable family of functions Kn ! B

Œl�
sr , while

maintaining consistency with a given QL-definable set. Once this is done, it is only a question
of proving the various reductions sketched in the introduction. In Proposition 9.5, we show
that we can enrich a quantifiable partial QL-type with arbitrary formulas while maintaining
consistency with a given QL-definable set. Finally, in Proposition 9.6, we show that every strict
. QL; ?/-definable set X (see Definition 2.7) is consistent with a definable L-type.

Note that, even though all the types which are constructed in this section are L-types (or
�-types for some set � of L-formulas), they are definable using QL. QN/-formulas: for every
�.xI t / 2 �, there exists an QL. QN/-formula dpx�.xI t / such that �.xIm/ 2 p if and only if
QN ˆ dpx�.xIm/. One of the goals of [17] is to show that, under some more hypotheses, such

types are indeed L.N /-definable.

Lemma 9.1. Let Y � KnC1 be an QLeq. QA/-definable set and .�.x; yI t /; .F�/�2ƒ; x/
be a good representation where x 2 Kn. Let p.x; y/ 2 S�x;y.N / be QLeq. QA/-quantifiable (as
a partial QLeq-type) and consistent with Y . Assume that there exists an L.N /-definable family
g D .g /2G of functions Kn ! � which � -reparametrizes the family .rad ıF�/�2ƒ over p.
Then there exists a type q.x; y/ 2 S

‰�;F
x;y .N / which is QLeq. QA/-quantifiable and consistent with

p and Y .

We are looking for a type q D ˛E=p, so most of the work consists in finding the right E.

Proof. Let ƒp WD ¹� 2 ƒ W F� is generically irreducible over pº. We define a preorder
P on ƒp by

� P � if and only if p.x; y/ ` .y 2 F S
� .x/ ^ .x; y/ 2 Y /! y 2 F S

� .x/:

By QLeq. QA/-quantifiability of p, P is QLeq. QA/-definable. Let � be the associated equivalence
relation, i.e.

� � � if and only if p.x; y/ ` .F S
� .x/ ^ .x; y/ 2 Y /$ .y 2 F S

� .x/ ^ .x; y/ 2 Y /:

The preorder P induces an order on ƒp=� that we will also denote by P. We denote by
O� � ƒp the �-class of �. The set ƒp=� has a greatest element, OK, given by the class of any
� 2 ƒp such that F� is constant equal to ¹Kº. It also has a smallest element, O;, given by
the class of any � 2 ƒp such that F� is constant equal to ;. Because p is consistent with Y ,
OK ¤ O;.

Claim 9.2. Let � 2 ƒp n O;, then P totally orders ¹ O� W � 2 ƒp ^ � P �º.

Proof. Let �1; �2 2 ƒp.N / such that � P �i . Because � … O; there exists .x; y/ ˆ p

such that y 2 F S
�
.x/ ^ .x; y/ 2 Y . As � P �i , we also have y 2 F S

�i
.x/. Hence

F S
�1
.x/ \ F S

�2
.x/ ¤ ;. By Proposition 6.9, we may assume F S

�1
.x/ � F S

�2
.x/. Then

�1 P �2.
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Hence ..ƒp=�/ n ¹ O;º;P/ is a tree with the root on the top. Let us now show that the
branches of this tree are internal to � . Let h.�/ WD àpgrad.F�/. By Proposition 8.4, we may
assume (after adding some parameters) that the image of h is in some Cartesian power of � .
Let us also define h? W O� 7! ph. O�/q. By stable embeddedness of � , h? takes its values in � eq.

Claim 9.3. Pick any � 2 ƒp n O;, then the function h? is injective on ¹ O� W � P �º.

Proof. Let �1 and �2 be such that � P �i . We have seen in Claim 9.2 that we may
assume that p.x; y/ ` F S

�1
.x/ � F S

�2
.x/. Let .x; y/ ˆ p. If O�1 ¤ O�2 then we must have

F S
�1
.x/ � F S

�2
.x/. In particular, grad.F�1.x// < grad.F�2.x// and h.�1/ ¤ h.�2/. In fact,

we have just shown that for all !i 2 O�i , h.!1/ ¤ h.!2/. Hence h?. O�1/ ¤ h?. O�2/.

Let � 2 ƒp.N / be such that p O�q 2 QA. If ˛ O�. QN/=p is consistent with Y , it is, in particular,
consistent with p. By Proposition 6.12, it is a complete‰�;F -type. By Corollary 7.9, ˛ O�. QN/=p
is QLeq. QA/-quantifiable. It follows that taking q D ˛ O�. QN/=p works. Therefore, it suffices to find
a � 2 ƒp.N / such that p O�q 2 QA and ˛ O�. QN/=p is consistent with Y .

Claim 9.4. Let � 2 ƒp.N /. If O� ¤ O; and ˛ O�. QN/=p is not consistent with Y . Then there
exists � such that O� is an immediate P-predecessor of O� and p O�q 2 acleq

QL
. QAp O�q/.

Proof. As ˛ O�. QN/=p is not consistent with Y , there exists .�i /0<i<k 2 ƒp.N / such that
�i G � and

p.x; y/ ` y 2 F S
� .x/ ^ .x; y/ 2 Y ! y 2

k[
iD1

F S
�i
.x/:

We may assume that for all i , �i … O; and that p.x; y/ ` F S
�i
.x/ \ F S

�j
.x/ D ; for all i ¤ j .

Let � 2 ƒp.N / be such that �i0 P � P � for some i0. Because �i0 P �, we have

p.x; y/ ` F S
� .x/ \ F

S
�i0
.x/ ¤ ;:

If p.x; y/ ` F S
� .x/ � F

S
�i0
.x/ then � P �i0 and hence � � �i .

Also, as � P �, we have

p.x; y/ ` .y 2 F S
� .x/ ^ .x; y/ 2 Y /! y 2 F S

� .x/! y 2 F S
�i
.x/:

For any i ¤ i0, if p.x; y/ ` F S
� .x/ \ F

S
�i
.x/ ¤ ; then we must have

p.x; y/ ` F S
�i
.x/ � F S

� .x/:

Therefore, we have

p.x; y/ ` .y 2 F S
� .x/ ^ .x; y/ 2 Y /$

_
i2I

.y 2 F S
�i
.x/ ^ .x; y/ 2 Y /;

where I D ¹i W F S
�i
.x/ \ F�.x/

S ¤ ;º. It follows that the set ¹O� W �i P � P � for some iº is
finite. In particular, we could choose �i such that there is no � such that O�i G O� G O�. The O�i
are the (finitely many) direct P-predecessors of O� and therefore O�i 2 acleq

QL
. QAp O�q/.
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Let us assume that there does not exist � such that p O�q 2 QA and ˛ O�. QN/=p is consistent
with Y . Starting with O�0 D OK 2 QA, we construct, using Claim 9.4, a sequence .�i /i2! such
that O�iC1 is a direct P-predecessor of O�i . For all i , we have

j¹ O� W O�i P O�ºj D i C 1 D jh?.¹ O� W O�i P O�º/j;

contradicting the elimination of 91 in � eq. This concludes the proof

Proposition 9.5. Let Y � KnCm be an QLeq. QA/-definable set. Let �.x; yI t / and
‚.yI s/ be finite sets of L-formulas where jxj D n and jyj D m. Let p 2 S�x;y.N /

be QLeq. QA/-quantifiable and consistent with Y . Then there exists a finite set of L-formulas
„.x; yI s; t; r/ � �[‚ and a type q 2 S„x;y.N / which is QLeq. QA/-quantifiable and consistent
with p and Y .

Proof. We proceed by induction on jyj. The case jyj D 0 is trivial. Let us now assume
that y D .z; w/ where jwj D 1. By Proposition 6.14 there exist a finite set of L-formulas
ˆ.zIu/ and an L-definable family F D .F�/�2ƒ of functions Km�1 ! BŒl� such that ‰ˆ;F
decides any formula in ‚. By Propositions 6.15 and 7.12 we can assume that the pair
F� W Km�1 ! B

Œl�
sr and .ˆ; F; z/ is a good representation. We can make F into an L-

definable family of functions KnCm�1 ! B
Œl�
sr by setting G�.x; z/ D F�.z/. As T admits

� -reparametrizations, there exists ‡.x; zI v/ such that for any p 2 S‡y .N /, there exists a
� -reparametrization .g / of .rad ıG�/�2ƒ over p.

By induction applied to �.x; z; wI t /, ˆ.zIu/ [ ‡.zI v/ and p, we obtain a finite set
of L-formulas �.x;w; zI r/ � � [ ˆ [ ‡ and a type q1 2 S�x;z;w.N / which is QLeq. QA/-
quantifiable and consistent with p and Y . We can now apply Lemma 9.1 to Y , .�;G; .x; z//,
q1 and g to find a type q2 2 S

‰�;G
x;w;z .N / which is QLeq. QA/-quantifiable and consistent with q1

and Y . As all the formulas in ‚ are decided by ‰�;G , we may assume that q2 is in fact a
.‰�;G [‚/-type. Then „ D ‰�;G [‚ and q D q2 are suitable.

Proposition 9.6. Let X be non-empty strict . QLeq. QA/; x/-definable. Let �.xI t / be a
countable set of L-formulas. Then there exists an QLeq. QA/-definable type p 2 S�x .N / consis-
tent with X .

Proof. We may assume that X � Kn for some n. Let ¹�j .xj I tj / W j < !º be an
enumeration of all formulas in � where jxj j < 1. Let ��1 WD ; and p�1 WD ;. We
construct, for all j , a finite set �j .x�j I sj / of L-formulas and a type pj 2 S

�j
�xj

.N / such that
for all j < !, �j [ ¹�j º � �jC1 and pjC1 is QLeq. QA/-quantifiable and consistent with pj
and X . Let us assume that pj and �j have been constructed. Let YjC1 be the projection of X
on the variables x�jC1. Then YjC1 is QLeq. QA/-definable. We can then apply Proposition 9.5 to
�j .x�j I sj /, ¹�.xjC1I tjC1/º, pj and YjC1 in order to obtain pjC1. As YjC1 is the projection
of X on the variables which appear in pj and pjC1, and as pj , pjC1 and Y are consistent, it
follows that pj , pjC1 and X are also consistent. We can now take p WD

S
j<! pj . As each pj

is QLeq. QA/-definable (as a �j -type), so is p and thus pj�.

We now prove the main result we have been aiming for.
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Theorem 9.7. Let QL � L � Ldiv be languages, R the set of L-sorts, T � ACVF a
C -minimal L-theory which eliminates imaginaries and admits � -reparametrizations. Let QT
be a complete QL-theory containing T such that K is dominant in QT and

(i) the sets k and � are stably embedded in QT and the induced theories on k and � eq

eliminate 91;

(ii) for any QN ˆ QT , A D K.dcl QL.A// � QN and any QL.A/-definable set X � Kn, there
exists an QL-definable bijection f W Kn ! Y such that f .X/ D Y \ Z where Z is
L.A/-definable; note that f has to be defined without parameters.

Then for any QN ˆ QT , any countable set �.xI t / of QL-formulas and any non-empty QL. QN/-
definable set X.x/, there exists p 2 S�. QN/ which is consistent with X and QLeq.acleq

QL
.pXq//-

definable. If, moreover,

(iii) there exists QM ˆ QT such that QM jL is uniformly stably embedded in every elementary
extension,

then the type p can be assumed to be QL.R.acleq
QL
.pXq///-definable.

Proof. Let QA WD acleq
QL
.pXq/. We may assume that X � Kn for some n. Indeed, let

Si be the sorts such that X �
Q
Si . Since K is dominant, there is an QL-definable surjection

� W Kn !
Q
Si . If we find p consistent with Y WD ��1.X/ and QL.acleq

QL
.pY q//-definable,

then �?p is consistent with X and QL. QA/-definable. So we may assume that X � Kn.
Let

F WD
®
f is an QL-definable bijection whose domain is Kn

¯
;

à!.x/ WD .f .x//f 2F :

Then à!.X/ is strict . QLeq. QA/; ?/-definable. Pick any �.xI t / 2 �.xI t /. As K is dominant,
we may assume t is a tuple of variables from K too. By (ii), for all tuples m 2 K. QN/,
there exists .f W Kn ! Y / 2 F and an QL-definable map g (into Kl for some l) such that
f .�. QN Im// D Y. QN/ \ Z. QN/ where Z is L.g.m//-definable. As QN is arbitrary, we may
assume that it is sufficiently saturated and, by compactness, there exists a finite number of
.fi W K

n ! Yi / 2 F , QL-definable maps gi and L-formulas  i .yi I si / such that for any tuple
m 2 K. QN/ there exists i0 such that

fi0.�.
QN Im// D  i0.

QN Igi0.m// \ Yi0.
QN/:

Let ‚.yI s/ be the (countable) set of all  i .yi I si / that can appear for a �.xI t / 2 �.xI t /.
By Proposition 9.6, there exists an QL. QA/-definable type p 2 S‚y .N / consistent with

à!.X/. Let q D ¹x W à!.x/ ˆ pº. Then q is consistent with X . There remains to show that it
is a complete �-type and that it is QL. QA/-definable. Pick �.xI t / 2 �.xI t /. Let fi , gi ,  i , m
and i0 be as above. Let c1; c2 ˆ q. Assume thatˆ �.c1Im/. Then

fi0.c1/ 2  i0.
QN Igi0.m// \ Yi0.

QN/:

As à!.c1/ and à!.c2/ have the same ‚.yI s/-type over QN and fi0.c2/ 2 Yi0. QN/, we also have

fi0.c2/ 2  i0.
QN Igi0.m// \ Yi0.

QN/ D fi0.�.
QN Im//:
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Because fi0 is a bijection,ˆ �.c2Im/. As for definability, we have just shown that �.xIm/2 q
if and only if  i0.yi Igi0.m// 2 p for some i0 such that

fi0.�.
QN Im// D  i0.

QN Igi0.m// \ Yi0.
QN/:

Since that can be stated with an QL. QA/-formula, q is QL. QA/-definable.
If Hypothesis (iii) holds, we deduce from [17, Corollary 1.7] that the type p is L.R. QA//-

definable, and hence q is QL.R. QA//-definable.

Question 9.8. Can the restriction on the cardinality of � be lifted to obtain the density
of complete definable QL-types even when QL is not countable?

The main problem is to prove Proposition 9.6 without any cardinality assumption on �.
The present proof relies on an induction that cannot be carried out beyond ! because the union
of quantifiable types might not be quantifiable.

Corollary 9.9. Let M ˆ VDFEC . Any LG
à .M/-definable set X is consistent with an

LG .G .acleq.pXq///-definable p 2 S.M/.

Proof. This follows from Theorem 9.7, taking T to be ACVFG and QT to be VDFG
EC

.
The fact that ACVFG admits � -reparametrizations is proved in Proposition 8.7.

Hypothesis (i) in Theorem 9.7 follows from Theorem 2.4 (ii) and (iii) and the fact that
both DCF0 and DOAG eliminate 91.

Hypothesis (ii) in Theorem 9.7 is an easy consequence of elimination of quantifiers.
Let �.xI s/ be an LG

à -formula such that x and s are tuples of field variables. Then there
exist an Ldiv-formula  .uI t / and n 2 N such that �.xI s/ is equivalent modulo VDFEC to
 .àn.x/I àn.s//, i.e. for all m 2 QN , àn is an Là;div-definable bijection between �. QN Im/ and
 .x; àn.m// \ àn.Kjxj/.

Hypothesis (iii) in Theorem 9.7 follows from the fact that if k ˆ DCF0 then the Hahn
field k..tR// (with the derivation described in Example 2.3) is a model of VDFEC . By Corol-
lary A.7 the underlying valued field is uniformly stably embedded in every elementary
extension.

10. Imaginaries and invariant extensions

In this section, we investigate the link between the density of definable types, elimination
of imaginaries and the invariant extension property (see Definition 2.10). I am very much in-
debted to Hrushovski [12] and Johnson [14] for making me realize that the density of definable
types could play an important role in proving elimination of imaginaries. To be precise, we
will show that both the elimination of imaginaries and the invariant extension property follow
from the density of types invariant over real parameters.

In the following proposition, we show that the density of �-types invariant over real
parameters for finite � suffices to prove weak elimination of imaginaries.



Rideau, Imaginaries and invariant types in VDFEC 193

Proposition 10.1. Let T be an L-theory and R a set of its sorts such that for allN ˆ T ,
all non-empty L.N /-definable sets X and all L-formulas �.xI s/ (where x is sorted as X ),
there exists p 2 S

�
x .N / which is consistent with X and Aut.N=R.acleq.pXq///-invariant.

Then T weakly eliminates imaginaries up to R.

Proof. Let M be a sufficiently saturated and homogeneous model of T , E any L-
definable equivalence relation, X one of its classes in M , �.x; y/ an L-formula defining E
and A D R.acleq

QL
.pXq//. By hypothesis, there exists an Aut.N=A/-invariant type p 2 S

�
x .M/

consistent with X . Because X is defined by an instance of �, we have in fact p.x/ ` x 2 X .
For all � 2 Aut.N=A/, �.X/ is another E-class and �.p/ D p ` x 2 X . It follows that
�.X/\X ¤ ; and X D �.X/. Therefore pXq 2 dcleq.A/ D dcleq.R.acleq

QL
.pXq///, i.e. X is

weakly coded in R.

Let us now consider the invariant extension property.

Proposition 10.2. Let T be an L-theory, and A �M for some M ˆ T . The following
are equivalent:

(i) For all L.A/-definable non-empty setsX.x/, �.xI s/ an L-formula andN ˆ T ,N � A,
there exists p 2 S

�
x .N / such that p is Aut.N=A/-invariant and consistent with X .

(ii) T has the invariant extension property over A.

Proof. Let us first show that (ii) implies (i). Let N ˆ T , X.x/ be an L.A/-definable
non-empty set, �.xI s/ an L-formula and p 2 Sx.A/ any type containing X . Let q 2 Sx.N /

be an Aut.N=A/-invariant extension of p. Then qj� is consistent with X .
Conversely, let

‚ D
®
�.xI a/$ �.xI b/ W a; b 2 N and tp.a=A/ D tp.b=A/

¯
:

Then q 2 Sx.N / is invariant if and only if ‚ � q. Pick any p 2 Sx.A/. Hypothesis (i)
exactly implies that every finite subset of p [‚ is consistent, so, by compactness, there exists
c ˆ p [‚. Then q D tp.a=N / is an invariant extension of p.

Theorem 10.3. In the setting of Theorem 9.7, QT eliminates imaginaries and has the
invariant extension property.

Proof. Weak elimination of imaginaries follows from Proposition 10.1 and the invariant
extension property follows from Proposition 10.2. In both cases the assumption on density of
invariant �-types follows from Theorem 9.7. Elimination of imaginaries then follows as any
finite set in R is also definable in T and hence is coded in T .

Corollary 10.4. The theory VDFG
EC

eliminates imaginaries and has the invariant ex-
tension property.

Proof. This follows from Theorem 10.3. The fact that VDFG
EC

verifies the hypotheses
of Theorem 9.7 is proved in the proof of Corollary 9.9.
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A. Uniform stable embeddedness of Henselian valued fields

The goal of this appendix is to study stable embeddedness in pairs of valued fields and,
in particular, to show that there exist models of ACVF uniformly stably embedded in every
elementary extension. These models are used to prove that there are models of VDFEC whose
underlying valued field is stably embedded in every elementary extension in the proof of The-
orem 2.14. These results are valid in any characteristic.

Following Baur, let us first introduce the notion of a separated pair of valued fields.

Definition A.1 (Separated pair). Let K � L be an extension of valued fields. Call a
tuple a 2 L K-separated if for any tuple � 2 K, val.

P
i �iai / D mini¹val.�iai /º. The

pair K � L is said to be separated if any finite dimensional sub-K-vector space of L has a
K-separated basis.

Recall that a maximally complete field is a field where every chain of balls has a point.
Let us now recall a well-known result of [1].

Proposition A.2. If K is maximally complete, any extension K � L is separated.

Following [5, 6], let us give the links between separation of the pair K � L and uniform
stable embeddedness of K in L. But first let us define this last notion.

Definition A.3 (Uniform stable embeddedness). Let M be an L-structure and A �M .
We say that A is uniformly stably embedded if for all formulas �.xI t / there exists a formula
�.xI s/ such that for all tuples b 2M there exists a tuple a 2 A such that �.A; b/ D �.A; a/.

The proof of Proposition A.4 is taken almost word for word from [5], although we put
more emphasis on uniformity here. Let L denote the two-sorted language for valued fields.

Proposition A.4. Let M ˆ ACVF and �.xI s/ an L-formula where x is a tuple of
K-variables. There exist an Lj� -formula  .yIu/ and polynomials Qi 2 ZŒX; T � such that
for any N � M , where the pair K.N / � K.M/ is separated, and any a 2 M , there exist
b 2 K.N / and c 2 �.M/ such that �.N I a/ D  .val.Q.N; b//I c/.

Proof. By elimination of quantifiers (and the fact that K is dominant), we may assume
that �.xI a/ is of the form  .val.P .x/// where P is a tuple of polynomials from K.M=X/,
n 2 N and  is an Lj� -formula. Let us write each of the Pi as

P
� ai;�X

�
. Since the pair

K.N / � K.M/ is separated, the K.N /-vector space generated by the ai;� is generated by a
K.N /-separated tuple d 2 K.M/. Note that jd j � jaj. Adding zeros to d , we may assume
jd j D jaj. For each i and �, find �i;�;j 2 K.N / such that ai;� D

P
j �i;�;jdj . We can

rewrite each Pi as
P
j djQi;j .X; �/, where Qi;j 2 ZŒX; T � does not depend on a. For all

x 2 K.N/ we have
val.Pi .x// D min

j

®
val.djQi;j .x; �//

¯
:

The proposition now follow easily by taking b D � and c D val.d/.
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Theorem A.5. Let K � L be a separated pair of valued fields such that L is alge-
braically closed. Then K is stably embedded in L if and only if �.K/ is stably embedded in
�.L/, as an ordered Abelian group. Moreover, if �.K/ is uniformly stably embedded in �.L/,
then K is uniformly stably embedded in L.

Proof. This follows immediately from Proposition A.4.

Remark A.6. The computation of Proposition A.4 also applies to the rv map (and the
higher order leading terms rvn W K ! K=1 C nM D RV n in the mixed characteristic case).
We get that rvn.Pi .x// D

P
j rvn.djQi;j .x; �//.

It follows that if the pairK � L is separated andL is a characteristic zero Henselian field,
K is stably embedded inL if and only if

S
nRV n.K/ is stably embedded in

S
nRV n.L/. If we

add angular components (which correspond to splittings of RV n) and restrict to the unramified
case (either residue characteristic zero or positive residue characteristic p and val.p/ is minimal
positive), thenK is stably embedded in L if and only of �.K/ is stably embedded in �.L/ and
k.K/ is stably embedded in k.L/.

Corollary A.7. Let k be any algebraically closed field. The Hahn field K WD k..tR//

is uniformly stably embedded (as a valued field) in any elementary extension.

Proof. The fieldK is Henselian, as are all Hahn fields. Its residue field k is algebraically
closed and its value group R is divisible. It follows that K is algebraically closed. By Propo-
sition A.2, any extension K � L is separated. By Theorem A.5, it suffices to show that R is
uniformly stably embedded (as an ordered group) in any elementary extension. But that follows
from the fact that .R; </ is complete and .R;C; </ is o-minimal, see [2, Corollary 64].

Remark A.8. An easy consequence of this result is that the constant field CK is stably
embedded in models of VDFEC . Indeed by quantifier elimination, we only need to show that
CK is stably embedded in K as a valued field. But that follows from Corollary A.7 and the fact
that for any k ˆ DCF0,K D k..tR// ˆ VDFEC (for the derivation described in Example 2.3)
and its constant field CK D Ck..tR// is uniformly stably embedded in K.

It then follows from quantifier elimination that CK is a pure algebraically closed field.
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